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FOREWORD

The 21st International Conference on Coastal Engineering was held in Malaga,
Spain. The 21st ICCE, like the ones before it, was well organized with the primary
objective being to share scientific and engineering information and to provide a forum
for interaction with other engineers and scientists working similar problems. The
time and efforts contributed to that objective were extensive and the results have
proven that the planning is a vital part of each conference. All who attended the
21st ICCE will agree that it was a tremendous success in many ways.

Since the conference was held, Dean Morrough P. O’Brien died. Dean O’Brien
has been a very familiar person to all who have attended these conferences in the
past. His direction and motivation developed the International Coastal Conferences
into the very successful forum we now have. For over thirty years, Dean O’Brien
served as Chairman of the Council on Wave Research and subsequently the Coastal
Engineering Research Council. The importance of his contributions to the Coastal
Engineering profession are detailed in the “In Memorium” which is included in this
volume. This volume is dedicated to Dean O’Brien for his long standing interest in
coastal processes, for his dedication to development of solutions of real problems
and for his untiring efforts in the development of this area of engineering.

The papers in the “Proceedings” have been prepared by the authors who made
presentations at the 21st International Conference on Coastal Engineering. The au-
thors were asked to make the presentations and submit final papers based upon re-
view of the abstracts which were submitted well in advance of the conference. These
abstracts were reviewed by a committee of four professionals active in this field,
including representation from the local organizing committee. The papers included
in this volume are eligible for discussion in the Journal of the Waterway Port, Coastal,
and Ocean Division of the ASCE. All papers are eligible for ASCE awards.

Venues for the upcoming conferences are listed below:

22nd Delft, The Netherlands, 1990
23rd Venice, Italy, 1992

24th Kobe, Japan, 1994

25th USA, 1996

Countries desiring to host a future conference should contact the Secretary of the
Coastal Engineering Research Council to receive information about submitting a
proposal.

Billy L. Edge, Secretary
Coastal Engineering Research Council
American Society of Civil Engineers
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IN MEMORIAM
MORROUGH PARKER O’BRIEN

Morrough Parker O’Brien died Thursday, the 28th of July, 1988, in Cuernavaca,
Mexico. He was 85. Long the leader in coastal engineering, his wisdom and counsel
will be greatly missed by all who have been privileged to work with him. He is
survived by his wife Mary; a son, Morrough, of Boulder, Colorado; and a daughter,
Shiela, of Berkeley, California.

He was born in Hammond, Indiana, on 21 September, 1902. He received a B.S.
in Civil Engineering from Massachusetts Institute of Technology in 1925. He did
graduate work at Purdue University, 1925-27, and in 1927-28, as a Freeman Scholar,
at the Technische Hochschule in Danzig and The Royal College of Engineering in
Stockholm. He received three honorary degrees: the D.Sc. from Northwestern Uni-
versity; the D.Eng. from Purdue University; and the LL.D. from the University of
California.

O’Brien engaged in three fundamentally different careers. His academic career as
Professor and Dean of Engineering at the University of California, Berkeley, spanned
the years 1928-59. A second career was his pioneering work in the development
of coastal engineering which, while it had some impact on the research programs
at Berkeley, was unrelated to his academic pursuits. His third career was his service
from 1949 until his death on an annual retainer to General Electric Company.

O’Brien’s academic steps were:

Mechanical Engineering.

Assistant Professor 1928-31
Associate Professor 1931-36
Professor 1936-43
Chairman 1937-43
Department of Engineering. Chairman 1943-59
Professor of Engineering:. 1943-59
Dean, College of Engineering: 1943-59
Retired June 30, 1959

Ernest O. Lawrence and Robert J. Oppenheimer were appointed assistant profes-
sors in the same year as O’Brien, and the three became good friends. These asso-
ciations greatly influenced his views regarding the importance of research in a mod-
ern engineering school. During his tenure as Dean of the College of Engineering at
Berkeley he led the development of the College to its top-ranked status in many
engineering disciplines. He was widely regarded as a powerful and perceptive leader
in engineering education, understanding that modern engineering education had to
be improved by a systems approach: good students are attracted to good faculty;
good faculty are active in research in the outside world; good graduate students are
needed to work with the faculty on research. The University furthers the interaction
of students, faculty and society by the establishment of an external advisory council,
and of such research units as the Institute of Traffic and Transportation Engineering



and the University-wide Water Resources Center, both of these, incidentally, begun
at UC with O’Brien’s help. UC President Emeritus Clark Kerr, who had served as
Chancellor when O’Brien was Dean, remembered him as “the mighty Mike” and
the “builder of the College of Engineering and a builder of Berkeley” during the
symposium held in O’Brien’s honor in March 1987 (see Shore & Beach, July/Oc-
tober 1987).

O’Brien received a number of honors from the University. O’Brien Hall, which
houses the Hydraulic Laboratory and the Water Resources Center Archives, was
named after him. The portrait of O’Brien reproduced with this article hangs in the
entry hall of this building. He was awarded the Doctor of Laws degree. In April
1988 he was awarded the Clark Kerr Award, given by the Academic Senate to “an
individual considered to have made an extraordinary and distinguished contribution
to the advancement of higher education.” This Award, presented by Kerr himself,
was particularly notable in that it was given to O’Brien as one of four leaders “who
played pivotal roles in building the academic strength of the campus.” A photo of
the presentation is reproduced below. Dean O’Brien was also awarded the Lamme
Award for excellence in teaching by the American Society of Engineering Educa-
tion.

O’Brien continued to be active in university education after his retirement from
the University of California, working with Massachusetts Institute of Technology,
Harvard University, and Purdue University. From 1968 on he was a part-time con-
sultant and Professor of Coastal Engineering at the University of Florida, partici-
pating in many research projects in collaboration with Professor Robert G. Dean.

O’Brien was the founder of modern coastal engineering. He wrote a number of
papers on the subject which have had a lasting influence. He was appointed Civil
Engineer for the U.S. Army Board on Sand Movement and Beach Erosion in 1929,
and initiated research by this board on coastal engineering. In 1930 he made field
studies along the coasts of Washington, Oregon and California, and wrote a detailed
seven-volume report on the results of his observations. A landmark paper on the
relationship between tidal prism and entrance area was one of the results of these
studies. He summarized many of his observations and thoughts on beach processes
and the effects of structures on beaches in his paper “The Coast of California as a
Beach Erosion Laboratory” (Shore & Beach, July 1936). 1n 1938 he was appointed
a member of the Beach Erosion Board, U.S. Army Corps of Engineers, and served
on it until it was abolished in 1963. He was then appointed to its successor, the
Coastal Engineering Research Board, serving there from 1963 until 1978, a total of
forty years on the two boards.

The years of World War Il were extremely busy for O’Brien, serving as Chairman
of the Mechanical Engineering Department until 1943 when he was appointed both
Dean of the College of Engineering and also Chairman of the Department of En-
gineering. He was Executive Engineer of the Radiation Laboratory under Professor
E.O. Lawrence in 1942—43. O’Brien was asked by Lawrence and General Groves,
the Manhattan Project Director, to recruit an engineering team to design the pro-
duction facilities at Oak Ridge for the electromagnetic system. O’Brien said that
probably the most important thing he did in his life was to convince them that there
was not time to build a competent staff, that they should hire companies with an
established engineering staff to do the job. He was in charge of the Statewide Uni-
versity of California Engineering Science and Management War Training program,
1940-44, when the program registered 46,000 students who worked under 1,800



instructors. He worked for the U.S. Navy Bureau of Ships on underwater sound,
on cavitation generated by submarine propellers (the results of this research were
immediately implemented by submariners), and on the design and operation of am-
phibious craft. He also worked with Professor H.U. Sverdrup of the Scripps Insti-
tution of Oceanography on the forecasting of waves, and he directed a program of
field and laboratory studies of landing craft for the Bureau.

In 1950 he and Professor Joe W. Johnson started what are now known as the
International Conferences on Coastal Engineering. The first of these was held in
Long Beach, California, under the auspices of the University Engineering Extension,
each paper being by invitation. The most recent of these conferences was held in
Torremolinos, Spain, in June 1988 when more than five hundred abstracts were
submitted for consideration and fewer than half could be accomodated (O’Brien
served on the Technical Papers Review Committee).

O’Brien had a strong public service orientation. He was a member of the Army
Scientific Advisory Panel, 1954—65, serving as its chairman, 1961--65; a member
of the Defense Science Board, 1961-65; member of the Board of the National Sci-
ence Foundation (a Presidential appointment), 1958-60; and he served on numerous
committees of the National Research Council.

He was active in professional societies. He was elected honorary member of the
American Society of Civil Engineers (1976), the American Society of Mechanical
Engineers (1979), and the Japan Society of Civil Engineers (1988). He was elected
to membership in the National Academy of Engineering in 1969.

O’Brien was a leader in several fields of engineering, including pumps and air
compressors. The compressor design for the first American axial flow jet engine
was laid out exactly in accordance with the method presented in the paper by O’Brien
and Folsom entitled “The Design of Propeller Pumps and Fans,” It was incorporated
in what became the J47 engine with a production run of thousands. He was elected
to the General Electric Company Propulsion Hall of Fame in 1984.

In March 1987, the Symposium to Honor Morrough P. O’Brien—Working So-
lutions: Shore and Beach was held at the University of California at Berkeley. The
State University of New York at Stony Brook established the M.P. O’Brien Fel-
lowships in 1987. The American Shore and Beach Preservation (O’Brien served as
its president from 1978 to 1983) is establishing the Morrough P. O’Brien Award
for Outstanding Achievement in Shore and Beach Preservation.

Robert L. Wiegel

Joe W. Johnson
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COASTAL ENGINEERING TRENDS AND RESEARCH NEEDS
by
Robert L. Wiegel!, Hon. Mem. ASCE

Abstract: The most important coastal engineering trend is the increasing demand
for its application, worldwide, owing to the growing use of, and expansion of, the
coastal zone. This requires research and development in: coastal zone manage-
ment, including coastal erosion management; recreational use of the coastal zone;
extension of coastal engineering to works in deeper water, data collection; change
in relative mean sea level; construction equipment and methods; analysis, computa-
tion and hydraulic models; field experiments; waste disposal in nearshore waters;
beach nourishment and detached breakwaters. The research must be expanded
now. Long term funding is required, rather than the more common "start and stop"
funding. Coastal engineering is one of the most difficult branches of civil
engineering, as the environmental loading on structures by waves, currents and
winds is always dynamic, as is the geomorphology of the beaches and nearshore
regions. Furthermore, there are substantial scale effects so that full-scale field
experiments are needed. It is urgent to increase the involvement of coastal
engineers and scientists in meetings which include the general public, elected
officials, and appointed city, county, state and federal officials and public works
personnel, and to encourage interactions if better coastal works are to be designed,
constructed, and operated for the public benefit.

Introduction

What is coastal engineering? In the preface to the proceedings of the first
conference on coastal engineering, organized by J.W. Johnson and Morrough P.
O’Brien in 1950, O’Brien states:

"A word about the term ‘Coastal Engineering’ is perhaps in order here.
It is not a new or separate branch of engineering and there is no
implication intended that a new breed of engineer, and a new society is
in the making, Coastal Engineering is primarily a branch of Civil
Engineering which leans heavily on the sciences of oceanography,
meteorology, fluid mechanics, electronics, structural mechanics, and
others. However, it is also true that the design of coastal works does
involve many criteria which are foreign to other phases of civil

1 Professor Emeritus of Civil Engineering, University of California, Berkeley,
California 94720. Chairman, ASCE Coastal Engineering Research Council.
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engineering and the novices in this field should proceed with caution.
Along the coastlines of the world, numerous engineering works in
various stages of disintegration testify to the futility and wastefulness of
disregarding the tremendous destructive forces of the sea. Far worse
than the destruction of insubstantial coastal works has been the damage
to adjacent shorelines caused by structures planned in ignorance of, and
occasionally in disregard of, the shoreline processes operative in the
area."”

There is increasing worldwide demand for coastal engineering, owing to
growing use of the coastal zone. One increasing demand is for recreation; this
together with other uses, requires coastal zone management. Some uses and some
areas needing research and development are (Wiegel, 1987):

» Increasing Demand for Coastal Engineering < Analysis, Computation, and
Hydraulic Models

+ Recreational Use of the Coastal Zone » Waste Disposal in Nearshore
Waters

+ Coastal Zone Management » Beach Nourishment, Seawalls
and Detached Breakwaters

» Extension to Works in Deeper Water « Change in Relative Mean Sea
Level

« Data Collection « Construction Equipment and
Methods

+ Field Experiments

An Ad Hoc Committee for the Civil and Environmental Engineering Division
of NSF, Natural Hazards and Research Needs in Coastal and Ocean Engineering,
studied some of these areas and made recommendations for research in their report
(1984). A committee of the National Research Council is presently assessing
options for coastal erosion zone management for incorporation into the National
Flood Insurance Program (NFIP) of the Federal Emergency Management Adminis-
tration (FEMA). These two studies emphasize the interest in coastal engineering
research needs. In addition, in the article "Restoring the Shore," by Virginia
Fairweather (1987), she states:

"A recent Congressional Office of Technology Assessment report
underscores the need for research on coastal solutions, concluding that
‘so little is known about these natural processes (shoreline erosion) that
public works improvements often are undertaken with insufficient
understanding to ensure structural longevity.’"

The present paper is an update and modification of a position paper prepared
by the author for use in the ASCE Conference on Civil Engineering Research
Needs in the 21st. Century, held in Williamsburg, Virginia, 11-14 November 1987.
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Increasing Demand for Coastal Engineering

A major reason for the increase in demand for coastal engineering is the
expanding use of the coastal zone. People like to live on the coast, tourists like to
visit the coast, ocean shipping is increasing, recreational uses (such as boating,
bathing in the surf, walking along the shore, surfboarding, or just sitting on a
beach) are growing, coastal fisheries are important, and there is an increasing use of
nearshore waters for the disposal of large quantities of man’s non-toxic wastes
(including power plant waste heat and airport noise).

Another reason for the increase in demand is the developing awareness of the
complexity of some problems, and the desire to do a better job. The Marine Board,
National Research Council (1981), study of problems and opportunities in the
design of entrances to ports and harbors is used as an example of this; it could be
generalized to other activities. They state the most. important problems requiring
resolution to be:

» Improved and validated models for the prediction of horizontal and vertical
ship movements in the particular conditions of harbor entrances;

» Use of systems analysis in the design of harbor entrance;

+ Reliable and economical measurement, reduction, presentation, and storage
of environmental data;

« Cost-effective models of the physical environment for prediction of natural
conditions and forces, and changes caused by human activity;

» Improved procedures for prediction of shoaling rates and patterns, including
development and verification of appropriate field methodologies;

+ Improved entrance-channel design and operating criteria;

« Development of accepted standards and uniform methods for measuring and
assessing navigability of harbor entrances;

* Quantitative definition of the needs of mariners;

» Review and reform of decision making processes for port and harbor
projects, and

+ Evaluation of the importance of natural resources for balanced decisions
about harbor siting and related matters, and increased attention to the
restoration of natural habitats."

Nearly 500 million yd® of material are dredged each year in the U.S.A. to
create and maintain navigable waterways and harbors (National Research Council,
Marine Board, 1987). Alternatives to dredging will be a major opportunity in the
21st century. The 1987 Marine Board report on sedimentation control concludes
that each harbor, channel and turning basin is unique, and must be studied and
treated separately, investigating 3 options: 1) stopping the sediment before it
reaches the site; 2) keeping the material in suspension as it passes through the site;
3) diverting the sediment flow away from the site.
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The relationship between coastal engineering and port engineering is close,
and one should consider how trends in port engineering affect coastal engineering,
and vice versa. As pointed out in a recent PIANC Working Group report (1986),
the traditional freighter has almost disappeared from the seas, with a substantial
amount of the replacement being by very large container and roll-on/roll-off ships.
These often require deeper navigation channels, and major changes in shoreside
arrangements. Redevelopment of urban waterfronts results, often with emphasis on
needs for recreation and tourists; interest in this is such that there is now an annual
conference in the U.S.A. on "Urban Waterfronts." These factors result in more
demand for coastal engineering and coastal zone management.

Recreational Use of the Coastal Zone

In southern California, the attendance in 1984 at state, county and city beaches
was approximately 126.5 million (POD, 1985). About 43 million tourists visited
Spain in 1985, most of whom spent all, or part of their time on the coast. It has
been estimated that in Japan the use of beaches would increase from 110 million in
1975 to 220 million by 1990 (Nakayama et al., 1982). Rockaway Beach, on the
Atlantic Coast of New York City, has an estimated 24 million "annual uses”
(Nersesian, 1977). About 30 million tourists visit Florida each year, with most of
them making use of the state’s beaches (Wiegel, 1988). In some areas, tourists
visiting beaches are responsible for a major segment of local jobs and income, and
some countries are trying to increase tourist use of their coasts. For the general
benefit of the world’s economy, and the well-being of its people, it is necessary for
highly industrialized countries to shift some emphasis from internal industrial
production to the recreational use of coasts in other countries, and in doing so,
transfer to them funds that are required for their development.

One trend that will continue into the 21st century, derivative of recreational
use, is increasing use of beach nourishment; this is considered in a separate section.
Another trend is the construction of outfall sewers into deeper water, farther
seaward of beaches. An example is the outfall sewer for Honolulu, Hawaii, which
together with an advanced primary treatment plant, "has completely cleaned up
nearshore pollution, and no longer threaten beach areas” (Miyamira et al., 1979).

Growth of recreational boating is substantial, and the shortage of small boat
harbors and/or marinas is often the limiting factor in the expansion of boating.
Often these require the construction of breakwaters or jetties, which affect the
contiguous coast.

Coastal Zone Management, Including Coastal Erosion Control Management

One factor mentioned by O’Brien, damage to adjacent shorelines caused on
occasions by structures constructed for other purposes, is one of the reasons for the
trend in the increasing use of coastal zone management; its growth is phenomenal
(Wiegel, 1987). In the 1970’s, the U.S. Congress passed the Coastal Zone
Management Act, a national policy "to preserve, protect, develop, and where
possible, to restore or enhance, the resources of the Nation’s coastal zone for this
and succeeding generations." As a result, many coastal states developed coastal
management plans.
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An important part of coastal zone management is public education, and this is
done successfully in different ways, on different scales. One example is the
conference "Beach Erosion, A Regional Alternative,” held in Santa Barbara,
California on 24-26 October 1985, It was sponsored and organized by the
California Chapter of the American Shore and Beach Preservation Association and
the Santa Barbara-Ventura County Erosion Control Group. Presentations were
made by engineers, scientists, lawyers, planners, elected and appointed city, county
and state officials and legislators. Another example is the symposium "Beach
Preservation Technology 88: Problems and Advancements in Beach Nourish-
ment,” in Gainesville, Florida on 24-25 March 1988, arranged by the Florida Shore
& Beach Preservation Association, in which there was a similar mix of back-
grounds. Many of the general public attended, and participated in both of these
meetings. This type of activity must be expanded.

Other countries have coastal zone management plans and agencies. The
Queensland, Australia, Beach Protection Authority was established in 1968, with
the legislation changed substantially in 1984 (QBPA, 1985). The Authority
"....deals with management of the whole of the Queensland coast and its main
function is to provide advice to Local Authorities, Harbour Boards and River
Improvement Trusts which are responsible for implementing coastal management
programmes, whether these programmes relate to beaches, rock foreshores, sand
flats, estuaries or river banks 1in tidal areas."

Japan, in 1956, enacted their Coastal Law, and they have implemented three
5-year Seashore Protection Projects (Ist. 5-year plan, 1970-74; 2nd 5-year plan,
1976-80; 3rd. 5-year plan, 1981-85) (Nakayama et al., 1982). Japan has 34,000 km
of coast, with about 16,000 km requiring protection of which almost 8,700 km is
already protected by seawalls, etc. Denmark has a shore protection plan. Other
countries are developing national coastal erosion management plans. Egypt is
developing a plan for the Nile Delta, which is eroding considerably along much of
its boundary with the Mediterranean Sea (Diephuis et al ., 1983). The plan has
been prepared under the Shore Protection Authority of Egypt, with the cooperation
of the UNDP (Kadib et al., 1986). Malaysia completed their national coastal
erosion study in 1986; it will be a major input to their coastal zone management
plan (Nathan and McAlister, 1987). Sri Lanka is working on a plan (Amarasinghe
et al., 1987).

Extension of Coastal Engineering to Works in Deeper Water

Economies of deep draft bulk carriers has led to more dredging in many ports,
to building artificial harbors in relatively deep water, and to offshore terminals.

A serious problem occurred in breakwaters in deep water, subjected to large
waves, which used large concrete armor units. As pointed out by O’Brien, the
internal stresses in the units increase with size (weight/cross-sectional area 2//2 = ),
so there is little reserve strength in large units, and extensive failures occurred
(Godden, 1981; Edge et al., 1982). Engineers are studying how to improve our
ability to design and construct better breakwaters in deep water at exposed
locations, both rubblemound and caisson types; this must be accelerated.
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The disposal of wastes using outfalls constructed farther offshore into deeper
water is growing. An outfall extending into water 240 feet deep was built offshore
Honolulu, Hawaii (Miyamira et al., 1979). The recently completed San Francisco
outfall (Murphy and Eisenberg, 1985), extends 23,400 feet offshore, into water 80
feet-deep, with a capacity of 450 million gallons per day. It crosses one of the
world’s major active earthquake fault zones, the San Andreas. A similar ocean
outfall is being planned for Taipei, R.O.C. The submarine siphons for the ocean
disposal system of the Athens, Greece, sewerage system have recently been
completed, and this is also in a semically active region (Eisenberg et al., 1988).
Research is needed on the design of ballast for such pipelines.

Data Collection

Long-term management plans should be based on, or incorporate provisions
for detailed studies of extended regions, which include data collection and analysis.
This is being done in Queensland, Australia, and in Japan. Egypt is studying the
Nile Delta, which is eroding owing to the shortage of sediment supplied to the coast
by the Nile River due to the Aswan High Dam and the low dams located a few
miles upstream from each of the two mouths of the Nile. As the transport of sand
is in an easterly direction along the southeastern coast of the Mediterranean Sea,
from Alexandria, past Sinai, to Haifa, Israel, the-effects are extensive. Field studies
have been made, and are being made of the waves, currents, sediment characteris-
tics, beach profiles, sediment transport, etc., along the Nile Delta as an input to
their plan. Terms of reference for the development of a plan for the Nile Delta was
prepared by Diephaus, Mobarek, Saville and Wiegel (1983). The recommended
work has been completed, and a report made to the Egyptian Government (Kadib et
al., 1987). In California, the US Army Corps of Engineers (Los Angeles District,
1983) is making a long-term study "....to provide coastal data and information to
planners and decision-makers so that better and more informed decisions can be
made regarding the restoration and mainteance of the 1,100-mile California
coastline.”

Although the number of wave measuring programs is increasing, almost no
measurements are being made routinely of surf and nearshore currents, and almost
no measurements are being made of directional spectra; these data are needed, and
must be long term to provide an adequate time series for statistical analysis.
Hindcast wave data are used to supplement measurements, or as a substitute for
measurements if not available. Weather data, available .from about 1900, can be
used as input. This type of work should be expanded.

There is much interest in making measurements in the ocean. In April 1986
the International Conference on Measuring Techniques of Hydraulic Phenomena in
Offshore, Coastal & Inland Waters was held in England. It was concluded that
better methods of making routine measurements for coastal engineering use must
be developed. Presently the Marine Board, National Research Council, has a
Committee on Coastal Engineering Measurement Systems to assess operational
needs and research requirements for making coastal measurements for engineering
purposes.
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Field Experiments

The trend to conducting field experiments is slow, owing to their high costs.
Examples of three experiments are: 1) Oceanside, CA, sand bypassing system
(Diemer, 1987); 2) Crescent City, CA, instrumented 42-ton dolos concrete armor
units (Kendall et al., 1986; Wood et al., 1986); 3) floating breakwater, Friday
Harbor, WA (England, 1986). The performance of comprehensive field experi-
ments must be expanded, such as the wave, current and beach 1980 ARSLOE and
1986 SUPERDUCK experiments at Duck, NC, and the thermal power plant coastal
cooling water tests reported by Wiegel and Doyle (1987).

Many citations are given to the ‘Bruun Rule.” The author has always had
misgivings about this rule, as there are examples of sand moving from offshore
onto beaches (for a recent study, see Williams and Meisburger, 1987). Dean
(1987) has reexamined this ‘rule,” and concludes that there are conditions under
which sand will move onto beaches. Field studies of this problem must be made.

Analysis, Computation and Hydraulic Models

A major trend in coastal engineering is the continuing development of our
ability to analyse problems in the sciences mentioned in O’Brien’s statement on
coastal engineering, including growth in the use of computers to obtain numerical
solutions. Great advances have been made in our capabilities to analyse problems
using analytical and numerical techniques, but there is still need for hydraulic
models to check theory, and to study coastal projects in which the details are very
complicated (see, for example, Wiegel and Doyle, 1987).

Waste Disposal in Nearshore Water

Nearshore ocean water is a convenient sink for the disposal of non-toxic
wastes. In many coastal locations untreated wastes flow into the ocean, at a very
low cost. This is no longer permitted in many locations, and the trend, sometimes
an over-reaction, is to expensive outfalls extending perhaps more than four miles
offshore into water as much as 200 feet deep. Treatment plants may be a part of
the system. Research is being done on mixing processes of buoyant fluid discharge
in the ocean, and on environmental conditions. A few references have already been
given to major ocean outfall installations. Studies of the effect of effluent
discharged into the nearshore waters are of great importance in the planning of
ocean outfalls. The most extensive and long-term study of the effects of municipal
waste discharge on marine life and human health is being done off southern
California (Bascom, 1984); a long-term study of the disposal of waste heat in a
local region, is described by Wiegel and Doyle (1987). These types of studies are
needed for other regions.

Beach Nourishment, Seawalls and Detached Breakwaters

With increasing recreational use of beaches, there is a trend to the placement
of sand on beaches in erosional areas, and also in some areas where no beaches
exist. Sand bypassing at harbor entrances is an example. Since construction of the
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jetties at the entrance of small boat harbor at Santa Cruz, California, sand has
accumulated upcoast from the west jetty. This protects bluffs that were eroding
badly before the construction, and buildings on the bluffs. The sand trapped
upcoast and in the harbor entrance was not moving downcoast. The entrance
became unusable, and had to be dredged, with the sand being deposited downcoast,
to nourish those beaches. Similar conditions exist at Santa Barbara and at Oxnard,
California, at Durban, South Africa, at Carrara, Italy, and at other sites. Sand
bypassing and beach nourishment is a well-established coastal erosion management
tool, and its use should increase in the next century. A little of the history of the
subject, together with some conceptual and design considerations, and recommen-
dations for needed research was presented by the author (Wiegel, 1988) at a recent
symposium on this subject. It is very clear from existing studies that we should not
waste sand in harbor dredging projects by dumping it in deep water. The
importance of the detrimental effect of dumping sand in water too deep for it to be
moved onto a beach by natural processes can be illustrated by a calculation by
Dean (1988). He estimates that on the east coast of Florida more than 40 million
cubic meters of sand have been dumped in deep water. Assuming an average
simplified beach profile extending to offshore "closure”, he calculated that this
quantity is the equivalent of an additional 8 meters of beach width along the entire
640 km length of the east coast of Florida.

A symposium on beach nourishment was held in Gainesville, Florida on 24-25
March 1988, sponsored by the Florida Shore & Beach Preservation Association, the
proceedings of which will be published. This has been referred as earlier in the
present paper.

In high population density coastal areas it can be economical to dredge sand
from offshore, from harbor entrances, from inshore regions, and place it on the
shore to build a wide beach. Examples are Miami Beach, Florida (10.5 miles of
beach, with 14 million yd® of sand placed, by 1980, for $64 million); Rockaway
Beach, New York (completed in late 1977, 6.2 miles of beach, about 6-2/3 million
yd of sand placed, for about $14.3 million); Waikiki, Hawaii; 8.5 million cubic
meters dredged from offshore and placed along 8 km of beach near Zeebruge,
Belgium; Durban, South Africa; Singapore; 141,000 cubic meters at Walland,
England with 31,000 cubic meters annual replenishment; Gold Coast, Queensland,
Australia (2.4 million cubic meters). Beach nourishment in Japan is extensive.
About 108 million yd® in about 60 different projects was placed in southern
California between 1919 and 1978 (Herron, 1980). A new look is needed of the
economics of using large bulk carriers to transport sand from relatively distant
sources to densely populated areas where the value of beaches is great.

In a recent study of four large volume beach nourishment projects, Egense and
Sonu (1987) conclude:

"At the present stage of technology, beach nourishment is more art than
science. Although many uncertainties continue to characterize the
design and construction procedures, opportunities for establishing ratio-
nal guidelines appear available from careful re-analysis of past and
on-going projects. The importance of implementing comprehensive,
long-term monitoring programs and performing more in-depth compara-
tive studies cannot be over emphasized”.
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"As a general guideline within the limited scope of this study, it can be
stated that compartmentalization of a project beach has the single most
important effect on the retention of the placed fill. It may be about time
to question the wisdom of using beach nourishment without additional
measures to enhance fill retention on beaches that have little or no
compartmentalization”.

Detailed monitoring of beach nourishment projects is needed. Chapman
(1980) reports on the monitoring of a 2.4 million m3 project at Gold Coast,
Australia. Over 400 profiles were measured from the backshore to a point of zero
change in the inshore zone, and 38 tons of tracer was injected into the dredge line at
a controlled rate. They found that the sand moved in slugs and there was poor
correlation between the subaerial beach width and the sand prism volume,
including the inshore region. This is an example of what is needed by coastal
engineers to improve their capability to design this type of project.

Much misinformation is spoken and written about how seawalls and revet-
ments function. The statement is often made that they "cause beach erosion.” This
is unproven at best, and wrong at worst. Very few people build seawalls unless
their property is already subject to erosion. The seawall is blamed for the erosion
which occurs in an already eroding location (O’Brien and Johnson, 1980; Wiegel,
1987). Prior to making a decision on whether or not to use a seawall, the papers of
Krauss (1987), Dean (1986; 1988), and Grigg and Tait (1987) should be studied.
More field studies should be made of the effects, if any, of seawalls not normally
exposed to wave action.

In some places the use of a seawall or revetment, constructed between the
nourishment project and the buildings and infrastructure, should be considered as
backup protection during a particularly severe winter in which much of the sand
may be moved offshore or alongshore. The structure can be covered by sand, with
dune grass and other vegetation planted in the sand (Wiegel, 1988).

Detached breakwaters for coastal protection are used extensively in some
countries and their use is growing. More than 2,300 detached breakwaters are in
Japan; the number grew exponentially between 1962 and 1982 (from 205 to 2,305)
(Toyoshima, 1982). The writer has looked at many detached breakwaters in Italy,
Monaco, Spain, Singapore, Israel, and the USA. Many have functioned well, but
they sometimes cause erosion downcoast if there is a net littoral drift. In some
circumstances they may fill too much, causing other problems. They are an
excellent coastal erosion control tool, but their design requires a detailed site study
of waves, currents, sediment supply, and sediment transport.

Change in Relative Mean Sea Level

A change in relative mean sea level is expected in the next century, owing to
rising eustatic mean sea level (resulting partly from the "greenhouse effect"), land
subsidence from both geophysical and human activity, and other processes. These
changes would require major coastal engineering work. Much information useful
to coastal engineers is in the report of the U.S. National Research Council Marine
Board’s Committee on Engineering Implications of Changes in Relative Mean Sea
Level (1987). Two of their recommendations are:
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"The committee concluded that the most appropriate present engineering
strategy is not to adopt one particular sea level rise scenario, but instead
to be aware of the probability of increasing sea level and to keep all
response options open. In many engineering projects, it may be desir-
able to carry out sensitivity calculations, using specific sea level rise
scenarios. If a particular structure is ill-suited for retrofitting, it will
undoubtedly be appropriate to allow for an acceleration of sea level rise
in the initial design. Sea level change during a structure’s design service
life should be considered along with other factors, but a change does not
present such essentially new problems as to require new techniques of
analysis."

"The committee’s recommendations highlight the need for continuing
and increased scientific study of the rates and causes of sea level change
and the development of a sound basis for forecasting these changes.
Efforts to understand coastal processes and the effects of sea level rise on
engineering projects should also be expanded considerably.”

Construction Equipment and Methods

There has been a great advance in our ability to construct and install large
complex structures in deeper water farther offshore than previously. The value of
offshore oil and gas in the 1970’s and early 1980’s was so huge that considerable
money was made available to engineers for developing this capability. Equipment
is available which can work in the open sea, together with well-trained experienced
people to operate them (Gerwick, 1986). Much of this equipment can be used for
the construction of coastal engineering works, such as pipelines for disposal in the
ocean of non-toxic wastes (municipal wastes, power plant cooling water), breakwa-
ters for deep water ports, offshore special purpose terminals, manmade islands for
airports and industrial facilities, beach nourishment projects, and marinas.
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CHAPTER 1

NONLINEAR DIFFRACTION BY A VERTICAL CYLINDER

David L. Kriebel *

ABSTRACT

A theoretical solution is developed for the interaction of second-order Stokes waves with
a large vertical circular cylinder in water of finite depth. The solution is obtained in terms
of the velocity potential such that any kinematic or dynamic quantity of interest may be de-
rived, consistent to the second perturbation order. In this study, the second-order wave field
around the cylinder is determined, showing the modification of the incident Stokes waves
by wave-wave and wave-structure interactions, both in the reflection-dominated up-wave
region and in the diffraction-dominated down-wave region. The theory is then compared to
experimental data for wave runup and rundown amplitudes on the cylinder as well as for
wave crest and trough envelopes in the up-wave and down-wave regions.

INTRODUCTION

Over the past 15 years, numerous theories have been proposed for the problem of the
interaction of second-order Stokes waves with a fixed vertical circular cylinder. The first-
order problem - the linear diffraction theory - was solved by MacCamy and Fuchs (1954);
however, the second-order problem has proven more difficult to solve and, at present, none
of the proposed solution is universally accepted. A review of all previous theories for the
nonlinear diffraction problem is beyond the scope of this paper. Some of the most recent
second-order diffraction theories for a vertical cylinder include those of Chen and Hudspeth
(1982), Hunt and Williams (1982), Rahman and Heaps (1983), and Sabuncu and Géren
(1985), while Garrison (1978) presents a nonlinear diffraction theory for arbitrary fixed or
floating bodies.

The goals of this paper are to review a theory for the second-order diffraction problem
developed recently by the author and to present examples of the resulting second-order free
surface and nonlinear wave runup. These features of the nonlinear free surface are found
to differ significantly from the linear solution, unlike the second-order wave forces which
most theories predict are only slightly larger than the forces derived from linear diffraction
theory. Interestingly, few of the previous theories have considered second-order free surface
features, despite the fact that the second-order free surface contains fundamental nonlinear
effects for a very simple geometry that has been widely used in offshore construction.

* Ocean Engineering Program, United States Naval Academy, Annapolis, MD 21402
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THEORETICAL DEVELOPMENT

The problem under consideration consists of a fixed, vertical cylinder of radius, a, in
water of uniform depth, d, subjected to nonlinear periodic waves of height, H, propagating
in the positive z direction as shown in Figure 1. It is assumed that the fluid is irrotational
and incompressible such that a potential-flow solution may be obtained in terms of the
velocity potential, ®(r,6, z,t). This potential must then satisfy the Laplace equation plus
appropriate kinematic and dynamic boundary conditions at the bottom, at the free surface,
at the cylinder, and in the far field.

y
> (x,y) or (r,0)
X
|
incident
Weve 2z 4r

O=zn 9 =0
"upwave” "downwave"

Figure 1. Definition sketch.

Due to the complexity of the nonlinear boundary value problem, an approximate so-
lution is sought through a perturbation expansion in which the velocity potential and the
free surface elevation are expressed in series form as

&= + Py + ---

n=nutnz+ o (1)

where the first~order term has a linear dependence on the wave steepness, kH, while the
second-order term has a dependence like (kH)2, where k is the linear wavenumber. In
addition, the free surface boundary conditions are expanded in a Taylor series about the
still water level, z = 0. As a result, separate boundary value problems are obtained for each
term in the perturbation expansion, & and ®,.
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At first-order, the solution must be obtained for the linear boundary value problem,
which may be expressed as

V3%, =0 (24)

P, =0 onz=—d (2b)
By + 98, =0 onz=0 (2¢)
®,=0 onr=a (2d)
lim /2 (@5, — ik®]) =0 (2)

where the combined free surface boundary condition, (2c), is particularly important since it
governs the wavenumbers of the linear solution and since it changes dramatically at second-
order. The general solution for this linear diffraction problem has been given by MacCamy
and Fuchs (1954) as the real part of

igH cosh k(d + 2z) < J! (ka) it
T it D — n * 3
&, o "Z:%ﬁ,, o (kr) . (ka) Hp(kr)|cosnfe (3)
where f, = (2 — §n0)¢" and where 6,9 is the Kronecker delta function. In (3), the infinite
series of Bessel functions J.(kr) represents linear incident plane waves while the Hankel
functions H,(kr) represent outwardly-propagating linear scattered waves.

At second-order, the governing boundary value problem is considerably more compli-
cated due to nonlinear forcing terms which appear in the free surface boundary condition.
The second-order boundary value problem may be given by

V2%, =0 (4a)
$y, =0 onz=-—d (4d)

1
Doye + 92 = Eq’u [®1222 + 9P122)
(4c)

1
—2 |9, P10s + r—z-q’wq’wt +®1,P14| onz=0

®,,=0 onr=a (44d)

and a form of the radiation condition, which is not well-posed for the second order problem.
Because of the quadratic forcing terms on the right side of (4c), the second-order boundary
value problem is nonhomogeneous. The second-order solution is therefore expected to have
both particular solutions, which represent forced wave motions due to nonlinearity in the
free surface boundary condition, as well as complementary or homogeneous solutions, which
represent free scattered wave motions at second-order.

By substituting the first-order solution in (3) into the second-order free surface bound-
ary condition in (4c), it is found that the quadratic forcing is periodic and oscillates at twice
the frequency of the linear waves. The quadratic forcing is also an even function of 4, such
that (4c) may be rewritten in series form as

Q20 + 9P2; = —i% DU + £15 () + £35(r)] cos nb e7¥2 (5)
n=0

Expressions for the radial functions fI(r), fiS(r), and f3%(r) are given by Hunt and

Williams (1982), Sabuncu and Goren (1985), or Kriebel (1987), where each term repre-
sents a distinct nonlinear product term from the first order incident and scattered waves.
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In (5), the fI term represents plane-wave forcing which leads to the expected second-
order plane-wave component at wavenumber 2k, as found in the usual Stokes second-order
wave theory. This term would exist at second-order even if no cylinder were present and
is the result of nonlinear self-interactions of the first-order incident waves. The remaining
forcing terms, f15 and 59, are the result of nonlinear cross-interactions of the first-order in-
cident and scattered waves and nonlinear self-interactions of the first-order scattered waves,
respectively. These forcing terms behave much like a non-uniform pressure field applied to
the free surface and they generate additional cylindrical standing and outwardly progressive
waves at second-order.

The solution for the second-order velocity potential may be obtained by separating the
potential &, into particular solutions, 4, and complementary or homogeneous solutions,
B as

&, = + &F (6)

Based on (5), the particular solution may be further separated as
8 = &3p + &7 + 57 Y

The component, &%, then represents the forced wave motion generated by the f// forcing,
which is the usual Stokes plane wave component given by the real part of

_;So(kH)? (tanh? kd — 1) cosh 2k(d + 2)

&L —
2P 80  (2ktanh 2kd — kg tanhkzd)  cosh2kd

o0

E BnJn(2kr) cosnfe*27t  (8)
n=0

The wavenumber k, is the characteristic free wavenumber for the second-order problem and
satisfies the second-order dispersion relationship

40° = gko tanh kod (9)

which can be obtained from the homogeneous form of the free surface boundary condition
in (4c) or (5). It is found that k, approaches 4k in deep water but approaches 2k in shallow
water, where i, becomes infinite due to resonant forcing in the free surface boundary
condition, as is well known.

In the same way, other forced wave components exist in the “incident” wave field due
to the remaining f1° and f55 forcing terms. The solution for these second-order forced
waves is found in closed integral form based on a source distribution method, which may be
formalized by application of either Green’s theorem or through use of Hankel transforms. In
this analysis, the solution is first obtained for an isolated point source of pressure oscillating
on the free surface. This result is then generalized by integrating over the free surface in r
and 4, to account for the distribution of the actual quadratic forcing found in the second-
order free surface boundary condition. The solution follows that of Wehausen and Laitone
(1960) for an arbitrary pressure distribution on the free surface; and, the resulting velocity
potential due to the distributed forcing terms, fI° and 55, may be shown to be given by

s gss _ _ 9(KH)? < .,k cosh kyd cosh ka(d + z)
®op + B3p = Uy :L;ocosnﬂ 12r % sinh2hyd 1 2bsd Jn(ke2r) Dy (k2)

(10)

*® xcoshk(d + 2) —i20t
BV /0 k cosh kd(k tanh kd — k2 tanh kad) Jn(~r)Dn (K)dn} ¢
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where “PV” represents a Principal Value integral and where Dy («) represents a wavenumber
spectrum for cylindrical wave motions based on a Hankel transform as

Da) = [ PUES ) + £85I er'yir (1)

In the solution given by (10), the principal value integral represents standing wave
motions based on a continuum of wavenumbers that are required to fit the complicated free
surface boundary condition arising from the quadratic forcing. Away from the cylinder,
however, only the second-order free wavenumber, k2, is important and the integral term
yields a cylindrical standing wave in the far field. From the source distribution method,
the wave motions generated by any point source must satisfy the Sommerfeld radiation
condition and yield outwardly propagating wave motions far from each source. Therefore,
the additional term in the sclution (10), represented by the component containing J, (kzr),
is required so that the entire solution satisfies a form of the radiation condition.

The complicated forced-radiated waves given in (10), together with the incident bound
second-harmonic given in (8), satisfy the nonlinear free surface boundary condition but
do not satisfy the no-flow condition on the cylinder boundary by themselves. By allowing
these waves to interact with the cylinder, second-order scattered waves must exist which are
given by the complementary or homogeneous solutions in (6). These solutions must satisfy
the Laplace equation, the bottom boundary condition, the Sommerfeld radiation condition,
and the homogeneous form of the free surface boundary condition; and, they may be found
from the general set of eigenfunction solutions for cylindrical waves as given by Dean and
Dalrymple (1984) as

o = Z ang cosh kz(d + z) Hy (kor) cos nd

n=0

+ E E @y €08 Kgj(d + 2) Ky (Kkg,7) cosnd e 327

n=05=1

(12)

From the homogeneous form of the second-order free surface boundary condition, two
second-order dispersion relationships result which specify the wavenumbers k; and ko,
For outwardly propagating second-order free waves

40 = gk, tanh kgd (13)

which was given in (9); while for the standing or evanescent wave modes, the wavenumbers
are given by
40% = —gry; tan rgid (14)

which has infinitely many positive roots, «;;, given by

.1 ,
(5 - 5)"5 Kkash < gm

The homogeneous solutions therefore consist of outwardly radiating second-order free
waves as well as local standing waves, i.e. evanescent modes, both of which are determined
to within a set of unknown constants. The unknown coefficients, a,o and a,;, are then
determined by satisfying the no-flow condition on the cylinder. This is accomplished with
the same procedure that is used to obtain the first-order scattered wave solution, based on
the orthogonality properties of cosh k3(d+2) and cos k2;(d+2). The method is straightforward
but lengthy; thus, it will not be given in detail in this paper.
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The final solution at second-order is completely specified by combining the particular
solutions in (8) and (10) with the complementary solutions obtained from (12) after eval-
uating the unknown coefficients. The solution for the second-order velocity potential is
derived in detail by Kriebel (1987) and may ultimately expressed in closed integral form as

__;okH) <
Py =—14 Py ﬂZ:;)cosrw

!
. [ol cosh 2k(d + 2)fn Ju(2kr) — C10Cs cosh ka(d + 2)Bn ;I'; ((2,“’“‘;)) Ho(kar)
k2
J! (2ka
_ Z C1;C; cos ro;(d + z)ﬂnif‘((Tz?))Kn(ngjr)]
].=; n 4 ( ) (15)
gz _ H,., kz"
+ [PV /(; T cosh (d + 2)Jn (kr)de — CoIz0 cosh ka(d + 2) *H (kpa)
K, (r257)
- C;Izj cos kgj(d + 2) —= 212
j._Z—; 7425 2]( )kK,Il(Kej)
Jp(k2a) ~iZ0t
+C3Co cosh ko(d + 2) [ (kor) — T (bga) Hy(kor)]| e

where the nondimensional coefficients are defined as

C = cosh kqd C, = cos Kg;d
™ sinh 2kzd + 2kzd 77 sin2k5;d + 2r2;d
o =3 k(tanh® kd — 1)
1™ 4 cosh 2kd(2k tanh 2kd — ks tanh kyd)
2 (tanh® kd — 1) 2 (tanh® kd — 1)
=" _n Q=" r
G = 1 £Dy (%)
2~ Zcosh xd(x tanh kd — ko tanh kpd)
® k2D, (x)J} (xa) *® k2D, (x)J!., (ra)
I = —n L= g
o, k) N /o R
in k
03 = ?fDn(kZ)

In the solution given by (15), terms enclosed in the first bracket on the right hand
side represent: (1) the forced Stokes plane wave component at wavenumber 2k and (2)
the free cylindrical wave motion due to the scattering of this Stokes plane wave from the
cylinder. These terms are found to be identical to a portion of the solution proposed by
Chen and Hudspeth (1982), derived using the method of Green’s functions. Terms in the
second bracket then represent: (1) the remaining forced-radiated wave motion due to other
nonlinear wave-wave interactions as well as (2) free scattered waves due to the interaction
of these forced-radiated waves with the cylinder. Although derived in an independent way,
the solution for these forced wave motions in (10) is identical to that proposed by Garrison
(1979), also through application of Green’s theorem, as Garrison’s Green’s function for the
free surface potential can be reduced analytically to that given by (10) for a circular cylinder.
Garrison then obtains the scattered wave solutions numerically in terms of a second Green’s
function and an unknown source distribution on the cylinder. The scattered wave motions in
the proposed solution are obtained in closed-form based on the complete set of eigenfunction
solutions for the homogeneous boundary value problem.
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SOLUTION FOR NONLINEAR FREE SURFACE

The first and second-order velocity potentials are substituted into the dynamic free
surface boundary condition to evaluate the form of the free surface around the cylinder.
Based on the perturbation expansion technique, ® and 5 are expanded in power series form,
and the dynamic free surface boundary condition is then expanded in a Taylor series about
the still water level, z = 0. The resulting expression for the water surface, consistent to the
second perturbation order, may then be obtained as

1 1 1 1 1
mtn= —;‘I’u - ;‘I’zt - P‘I’uq’lu "% o3, + "3¢¥0 + @, (16)

The resulting wave field, based on the right side of (16), is found to include: (1) linear
incident and scattered waves, (2) second-order components from the second-order velocity
potential, and (3) second-order components derived from nonlinear product terms of the
first-order wave field. These last quadratic terms are found to include both steady com-
ponents as well as components that oscillate at twice the frequency of the linear waves.
All terms may be obtained from a straightforward substitution of the velocity potentials in
(3) and (15) into (16); however, the results are quite lengthy and include several double-
summations. The interested reader may refer to Kriebel (1987) for details.

In Figures 2 and 3, contours of wave crest amplitudes around the cylinder are shown
for the linear and nonlinear diffraction solutions respectively. An example of the predicted
wave crest and trough envelopes along the x-axis, as well as around the circumference of the
cylinder, is then shown in Figure 4, where second-order mean water levels are also shown.
In each figure, results are normalized by the incident wave amplitude and are given for a
reference case where ka = 1.0, kd = 1.57, and where kH = 0.5. It is noted, however, that
while the nonlinear solution in (15) and in Figure 3 is a function of kH, the nondimensional
linear solution in (3) and in Figure 2 is not a function of the wave steepness.

In the up-wave region, the linear scattered wave opposes the linear incident wave to
form a partial standing wave system. Second-order components generally increase the crest
heights in the antinodes while reducing trough amplitudes. It is found, however, that terms
from the second-order velocity potential in (10) are mostly out-of-phase with the linear
solution and tend to decrease crest heights while other second-order components are in-
phase and lead to the expected increase in crest heights. The nonlinear increase in crest
heights is most pronounced on the up-wave cylinder boundary, where runup amplitudes are
significantly increased relative to linear theory. Spatially varying mean water levels are also
found which are the cylindrical analog to the “corrugated” mean water levels associated with
standing waves in front of a vertical plane barrier. These components are superimposed
upon the usual uniform set-down associated with the two-dimensional Stokes wave theory.

In the down-wave region, linear incident and scattered waves propagate in generally the
same direction and do not generate strong quadratic interactions compared to the up-wave
region. At second-order, however, scattered free waves and diffracted waves from the up-
wave region propagate away from the cylinder in the down-wave region. These waves are
superimposed on the linear waves and their bound second harmonics to produce spatially
varying crest and trough envelopes, analogous to those produced by the superposition of
first- and second-order free and forced waves in a wave flume. These interactions vary in
both r and ¢ such that significant diffraction patterns are obtained with localized areas of
constructive and destructive wave interactions. One result of these interactions is that there
is also significant recovery of the wave crest amplitude immediately behind the cylinder at
second-order, something that is not predicted by the first-order diffraction theory.
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Figure 2. Wave crest amplitude contours for linear diffraction theory, for example case with
ka = 1.0 and kd = 1.57.

Figure 3. Wave crest amplitude contours for nonlinear diffraction theory, for example case
with ka = 1.0, kd = 1.57, and kH =0.5.
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Figure 4. Wave crest and trough envelopes along x-axis, for example case with ka = 1.0,
kd = 1.57, and kH = 0.5.

EXPERIMENTAL VERIFICATION

The second-order diffraction theory is verified through comparison to laboratory data
for: (1) wave runup and rundown envelopes around the circumference of the cylinder and
(2) wave crest and trough envelopes along the x-axis out to a distance of 5 times the
cylinder radius. The experiments were conducted in the directional wave basin at the
University of Florida Coastal and Oceanographic Engineering Laboratory. The water depth
was maintained at 45.0 centimeters with a cylinder radius of 16.25 centimeters, such that a
constant depth-to-radius ratio of 2.77 was used for all experiments.

The experiments were conducted with monochromatic long-crested waves and a total of
22 experiments were carried out covering a broad range of the nondimensional parameters.
Relative cylinder sizes remained in the diffraction regime with ka values from 0.271 to
0.917. Relative water depths remained in the intermediate depth regime kd values from
0.75 to 2.536. Values of the wave steepness were selected such that Stokes theory would
remain convergent, although some waves with very high steepness were also tested; kH
values ranged from 0.085 to 0.806. Stokes second-order theory is formally expected to be
appropriate for only 8 of the 22 experiments, while higher order wave theories would be
most appropriate for the remaining conditions.
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Wave runup data were obtained by video-taping the water surface on the circumference
of the cylinder as waves passed a grid painted on the outside of the cylinder. Data analysis
included selecting a 20 to 30 second period of steady state conditions and then averaging the
wave crest runup and trough rundown for 10 waves every 15 degrees around the cylinder.
For 12 of the experiments a video record was also made of waves passing a “photopole”
array, which consisted simply of 10 thin vertical rods placed in a linear array along the z
axis as depicted in Figure 5. The photopole data consists of the wave crest and trough
envelopes at each pole location, averaged over 10 waves. The photopole experiments were
conducted separately from the runup experiments so that the presence of the poles would
not disrupt the other measurements.

Cylinder with Grid Photopole
for Runup Experiments Array
=5a r=da r=3a r=2a r=a Wf V4

i

Figure 5. Experimental set up showing photopole array along x-axis.

Examples of the first- and second-order theories compared to laboratory wave runup
and rundown data are shown in Figures 6 through 8. Based on a comparison of the data
to linear theory, several general conclusions may be reached. Maximum wave runup at the
front of the cylinder is greater than that predicted by linear theory in all cases and the
runup distribution is poorly predicted by the linear theory. At the rear of the cylinder,
the wave crest amplitude is also greater than that predicted by linear theory in all cases.
Finally, the rundown amplitudes in the front and rear of the cylinder are not as large as
predicted by linear theory.

In contrast, the nonlinear diffraction theory provides much better agreement for runup
distributions and maxima. From Figure 6, for the smallest relative cylinder size and depth
tested, the measured runup profile is almost exactly predicted over all angular positions by
the second-order theory, even though this wave steepness is just at the limit of validity of
Stokes theory where cnoidal theory may be more appropriate. The rundown envelope is
well-predicted only over the rear half of the cylinder in this case.
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For larger values of ka and kd, second-order predictions for wave runup distributions
are in good agreement with the data for conditions where Stokes second-order theory is
expected to be valid. At higher values of kH, however, like that shown in Figure 7, the
nonlinear theory predicts substantially larger runup than linear theory but still tends to
underpredict the maximum runup. The rundown envelope is predicted fairly well at front
and rear, however, the large trough amplitudes predicted near 75° are not displayed in the
data, exect for waves of low steepness.

In Figure 8, the runup and rundown envelopes are predicted very accurately, this time
even for a condition where Stokes 3rd or higher order theories are most appropriate and
where the wave steepness is at nearly 70 percent of the theoretical breaking steepness. In
this case, both the maximum runup at the front and at the rear are predicted almost exactly.
The rundown distribution is also well-predicted over the leading half of the cylinder, but
again is not well-predicted along the sides of the cylinder.
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Figure 6. Example of wave runup distribution for ka = 0.271, kd == 0.750, and kH = 0.215.

In Table 1, the measured maximum crest runup is compared to both linear and nonlinear
diffraction theories for all experiments. The results indicate that the maximum runup
exceeds that predicted by linear theory by 13 to 83 percent and by 44 percent on average for
the experimental data set. In contrast, the second-order theory overpredicts the maximum
runup by 1 to 5 percent for the first set of conditions, predicts the measured runup to within
0 to 22 percent for most cases, and underpredicts by more than 40 percent for only two
tests where the steepness was near breaking. In general, the data exceeds the nonlinear
theory by 11 percent on average and by only 8 percent if the two conditions near breaking
are excluded.
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Table 1. Experimental results for maximum wave runup

ka kd kH % Diff. % Diff.
Linear Nonlinear
0.271 0.750 0.132 27 -2
0.178 36 -5
0.215 48 -1
0.308 0.853 0.085 16 1
0.137 33
0.182 45 6
0.250 65 13
0.296 78 13
0.374 1.036 0.122 13 0
0.205 36 15
0.286 56 19
0.385 69 16
0.402 76 18
0.481 1.332 0.186 13 7
0.317 20 4
0.438 35 9
0.530 80 40
0.631 1.745 0.683 61 22
0.684 1.894 0.391 18 5
0.572 43 22
0.917 2.536 0.631 25 0
0.806 83 43

Examples of the photopole experiments are presented in Figures 9 and 10. The visual
observations of the wave crest and trough envelopes are compared to the first and second-
order theoretical solutions, which have been extended out to r = 10a to give a better
indication of the overall scattering and diffraction patterns along the z axis. In general, the
photopole data seem to verify the general features of the wave envelopes predicted by the
second-order theory. For the smaller cylinder size, in Figure 9, the second-order scattered
waves lead to additional nodes and antinodes in the up-wave region compared to linear
theory. The photopole data confirm the positions and magnitudes of these maxima and
minima for both the wave crest and trough on the up-wave side. On the down-wave side,
the second-order wave components do not produce significant modulations in the envelopes;
and, to within measurement accuracy, the data verify this theoretical prediction as well.

The data in Figure 10, for the largest cylinder size tested, show that both the predicted
and measured envelopes are similar to the linear envelope except that the crest elevations are
increased while troughs are reduced. No secondary maxima are predicted in the envelopes,
in contrast to the results at smaller values of ka. On the down-wave side, significant spatial
modulation is predicted for this case. Data from the crest envelopes provide a rough verifi-
cation of these nonlinear diffraction effects, as the presence and approximate spacing of the
predicted envelope maxima and minima are confirmed, although the measured envelopes
are more poorly defined.
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CONCLUSIONS

The proposed second-order diffraction theory seems to rigorously account for nonlinear
wave components including second-order forced waves due to nonlinearities in the free sur-
face boundary condition as well as second-order free waves due to the nonlinear scattering
process. Based on comparisons to laboratory data, the theory is then found to realistically
predict the nonlinear characteristics of the wave field surrounding the cylinder. A compar-
ison of the theory to previously proposed nonlinear diffraction theories shows substantial
agreement in portions of the solution, but not in the entire solution, with the theories of
Chen and Hudspeth (1982) and Garrison (1979). Finally, the proposed second-order theory
seems to be valid for the same relative depth and wave steepness conditions for which the
usual Stokes plane wave theory is valid.
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CHAPTER 2

WAVE-CURRENT INTERACTION IN HARBOURS

L]
Jan K. Kostense, Maarten W. Dingemans and Peter Van den Bosch

ABSTRACT

A finite element model has been developed to study the effect of
currents on the wave propagation in and around arbitrarily shaped har-
bours of variable depth. The model solves an elliptic mild-slope type of
equation for time-harmonic waves, and thus circumvents the limitations
of existing models for wave-current interaction in coastal areas, which
apply a parabolic approximation. Numerical examples are presented, both
for schematized cases, as the effect of "rip currents" on normal

incident waves on a sloping beach, and for a realistic geometry.
1. INTRODUCTION

An effective tool to study the wave penetration into harbours of varia-
ble depth and arbitrary shape is the mild-slope equation as originally
derived by Berkhoff (1972). The equation describes the combined effect
of bottom refraction and diffraction on the propagation of linear gravi-
ty waves. Booij (1981) suggested how to extend the equation to account
for dissipative effects. To solve the full elliptic equation, Kostense
et al. (1986) presented a finite-element model, which has been imple-
mented with several types of boundary conditions, such as partial re-
flection, and combined reflection and transmission. They experimentally
verified their model for a complex harbour geometry, and showed that it
can be successfully applied, for instance to study the dissipative ef-
fects of bottom friction and permeable breakwaters on harbour reso-
nances. The implementation of wave breaking in the model is described by
De Girolamo, Kostense and Dingemans (1988), while the numerical solution

methods are discussed by Hurdle, Kostense and Van den Bosch (1989). The

Delft Hydraulics, P.0. Box 152, 8300 AD Emmeloord, the Netherlands
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model has been implemented on two different supercomputers, viz. a Cray
XMP and a NEC SX/2. Taking advantage of its vector-processors, the
system of equations is solved quite efficiently, enabling computations

of relatively large areas.

Radder (1979) introduced a parabolic approximation of the mild-slope
equation and thus converted a boundary value problem into an initial
value problem. The nature of the parabolic approximation is such that
diffraction and reflection are neglected in the computational main-wave
propagation direction. Since then, this technique was widely applied to
study the wave propagation in coastal areas, especially after Booij
(1981) introduced an extended equation accounting for the effect of
varying currents. Kirby (1984) showed that Booij used an improper form
of the dynamic free surface boundary condition, and derived an improved

equation.

Apart from coastal regions, currents may also have a noticeable effect
on the wave penetration into harbours, especially if they are situated
in tidal inlets, 1in estuaries, near in- and outlets of power plants

etc. Until now this effect could not be incorporated in numerical
studies, as parabolic methods inhibit reflections opposite to the main
direction of wave propagation. Therefore, the finite element model pre-
sented by Kostense et al. (1986) has been modified to solve the equation
as derived by Kirby (1984). The model has been given in section 2 and
the necessary iteration procedure for the wave direction has been
described in section 3. To illustrate the effectiveness of the model, in
section 4 a series of computations is discussed, both for schematized

cases, and for a realistic geometry.
2. THE EXTENDED MILD-SLOPE EQUATION

For irrotional wave motion, the velocity potential @(z,z,t) is written
as

8(%,z,t) = £f(z,h) ¢(% t) with (1)
_ coshlk(h+z)]
f(Z,h) = —m . (2)

With an ambient current field U(®) the time~dependent mild-slope
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equation results as (Kirby, 1984)

D¢ D¢ . D oo _ o 2 _ 2 v
5;5 + [V'ﬁ]ﬁf + ¢ﬁ¥(v ﬁ) v (cch¢) + (wr -k ccq)¢ =0, (3)

where c, cqand k represent the phase velocity wr/k , the group velocity
dw /dk, and the wave number lﬁl, respectively, V is the two-dimensional

gradient operator, and further

+ .y N . (4)

U'U
=4

w - %0 , and wf = gk tanh kh . (5a,b)

€
It

Introducing time-harmonic motion,
oG t) = Re{w(z)e'“"t} , 6)

there results

8 & _ & & 2 2_ 2 10v-Blu =
) [ccg o vy, ij] + 2000 3 + [Kee v - Wfr dwv Bly =0 . (7)

The equation solved in the finite element model is obtained from Eq. (7)
by assuming currents which are 'small compared to the group velocity, and
thus neglecting the quadratic term in U. Furthermore, at the right-hand
side of the equation the dissipation term is added (see also Hurdle et
al., 1989):

Egj[ccq é%}] + 21wUJ Q%} + [kzccq +o? - wf + va-a]w = - zwrww . (8)

The equation is solved by means of standard finite element techniques,

using triangular elements with linear interpolation functions.
3. ITERATION PROCEDURE FOR CURRENT EFFECT

As the relative wave frequency, W is dependent on the unknown
direction of &, Eq. (8) can be solved only in an iterative manner. To
elucidate the iteration procedure and its underlying assumptions, the

case of a traveling wave is considered:



WAVE CURRENT INTERACTION 35

. 2>
u@) = bR S 9)

Inserting this expression into Eq. (8) results into an energy transport

equation and the elkonal equation:

Vce

2
2 _ 2 g, Vb Vb 1 Aoy _ L2
ws)? = k% + & =ttt ——ccg (w-8-vs) Wi (10)

Since the phase function of ¢ reads x(z,t) = S(z)—wt, the wave number
vector as resulting from the (extended) mild-slope equation can be

obtained as
=Vy =VS. (11)

It is stressed that the absolute value, k, of the initial wave number
results as a constant due to the separation of variables in Eq. (1),
which splits off the vertical structure from the wave propagation space.
Equation (10) shows that in the wave propagation space the absolute
value of the wave number vector k is different from k due to the effects
of bottom slope (through Vccg/ccg), of diffraction (through (Vzb)/b),
and of currents. The unknown direction of X in the Doppler-shift equa-
tion (5a) is now approximated by the resulting direction of 2, resulting

from the former iteration step.

The iteration procedure runs as follows. For the first step the relative
wave frequency wrin Eq. (5a) is obtained assuming either 0= 0, or a
direction of ¥ equal to the incident wave direction. Then Eq. (8)

yields the solution wo and the wave number vector

L'
R, =S = m| 2| . (12)
lI’O

For the second step the direction of 20 is used as an estimate for the
direction of R in Eq. (5a)

N
KO

w =w —[— k]—@ , (13)

r K

o]

from which, together with the dispersion relation (5b), w and k can be
r
solved and substituted into the mild-slope equation. Now the solution
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wl, which yieids from the second step, is used to determine 21 and w
from expressions simiiar to Egs. 12 and 13. From hereon the iteration
process continues till a certain accuracy is achieved. To determine
whether the stopping criterion is met, the procedure is essentiaily the
same as applied for problems involving dissipation, where the magnitude
of W is dependent on the local wave potential, see also Kostense et ai.
(1986) and De Giroiamo et ai. (1988). The number of occurrences for
which the successive iterations of wn differ more than some reiative
amount from ¢$-1 are counted. This is carried out separately for the

real and the imaginary part for each of the mesh points:

Re(¥) - Re(¥_,)
if ——W——_ > & then Ne= Ne+1

and aiso

In(y) - In(y )

H Ta(y,)

>€ then N=N+1
L] L]

Here € 1is a predetermined accuracy of a few percents. With Ne
occurrences at a total of N mesh points, the iteration is stopped when
Ne/N < 0.01. Because the real and the imaginary parts are counted
separately, deviations may occur in less than 0.5 % of the mesh points.
To obtain reiiabie estimates of W in Eq. 12, a minimum number of about
12 mesh eliements per wave length is required. This condition is
essentiaily the same as for bottom friction computations, which aiso
invoive the assessment of Vy, see Kostense et al (1986). Fuifiiiing this
condition, usually about 5 iterations appear to be adequate to obtain

reiiabie resuits of wave-current computations.

4.0 NUMERICAL EXAMPLES

As numerical exampies have been selected wave propagation over a rip
current, over a vortex ring and, as an example of a realistic geometry,
wave penetration in the Malamocco iniet to the Venice Lagoon.

Rip current

To demonstrate the appiication of the modeli to wave-current

interactions, computations were performed on the effect of a rip current
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on the propagation of normally incident waves on a plane beach with a
slope of 1/50, a problem that was originally studied by.Arthur (1950).
The velocity field is given by

X

62
F(o)de

e oo ]

= ————-y ————'x
U= 0.4731 y F[%‘Z) F[7‘62)

O ey 3

with

F(e) = (1/V21) exp(-c°/2)

and is illustrated in Fig. 1. This Figure also shows Arthur’s results
for a wave period of 8 seconds. These results were obtained with the ray
approximation method, which allows for refraction and shoaling only and

thus yields unlimited wave heights where the rays cross each other.

Fig. 2 shows two wave height distributions - without and with the effect
‘of wave breaking - obtained from the finite element model. For these
ccmputations a grid of 74,003 nodes was used. For nonbreaking and
breaking conditions, the computations required 5 and 8 iterations,
respectively. The conditions are the same as applied by Arthur. To
quantify the effect of wave breaking the formulation given by Battjes
and Janssen (1978) has been used, see De Girolamo et al. (1988).
Comparing both wave height distributions, the inclusion of wave breaking

appears to yield more stable results.

It should be noted that the results in Fig.2 could have been approxi-
mated satisfactory by parabolic models, see e.g. Kirby (1983). The
reason to perform these computations was to show that nowadays super-
computers enables one to cope with relatively large areas, to which one
would have been compelled by the presence of any reflective construc-

tions, such as groynes.
Vortex ring

The model has also been applied to study the wave propagation over a

vortex ring in constant water depth. Examples of the occurrence of
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Figure 1 Typical rip current, from Arthur (1950}
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vortex rings in nature are the Gulf stream warm-core rings and the
large-scale vortices along the Norwegian coast. The finite element grid,
which was used for this study consisted of 114,661 nodes, representing a
circular area with a diameter of 5 km. The shape of the current velocity
distribution is essentially the same as applied by Yoon (1987): the
radial velocity component VP= 0 and the tangential velocity given by

N
_ r
V9 = C1[§:} forr = R1 , and
Ra— r)?
V9 = Czexp - R3 for r > RI.

The maximum velocity C2 occurs along the circle r = Rz' For the numeri-
cal computation the coefficients were taken to be C1= 0.9 m/s, C2= 1.0
m/s, R1= 900 m, R2= 1000 m, R3= 300 m and N = 2. Fig. 3 shows the
current velocity distribution, which rotates clockwise. For a water
depth of 100 m, a wave period of 10 seconds and an incident wave height
of 1.0 m the wave height distribution resulting from a computation
without dissipation is shown in Fig. 4. The computation required 7
iterations. In the lower part of the graph the wave directions diverge
due to current refraction, resulting in low waves. This area is bounded
by a caustic line, where the refracted waves interact with the undis-
turbed ones. Diffraction in lateral direction precludes unlimited wave
heights along this line. The consecutive caustic lines in the upper part

of the graph originate from converging wave directions.
Malamocco inlet to the Venice Lagoon

An example from engineering practice of the effect of an ambient current
is the wave penetration of the Malamocco inlet to the Venice Lagoon,
vwhich was computed as part of the project to develop a flood defence
system for Venice. The schematization of the inlet and the bottom
topography, as well as a representative ebb current field, are illus-
trated in Fig. 5. The computational grid comprised 249.088 nodes. The
wave fileld was computed for a water level of CD + 0.80 m, representing
mean sea level, and for waves incident from a bearing of 137°N with a

height of 1.8 m and a period of 8 seconds.
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Figure 3 Vortex ring; current velocity profile
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The results, with and without current, are shown ln Flgure 6. The wave
helght distrlbutlon for the no current case shows a focussing of energy
along the south slde of the entrance channel due to so-called channel
refraction. Thls also results ln a reduction of the wave height 1ln the
channel reglon. The lncluslon of the ebb current 1ln the computation
results ln a slgnlflcant increase ln penetration of the lnlet. Thls is
due to the the effects of current refraction, whlch offset the effects
of bottom refraction on the south slope of the channel. The computatlon
with current required 4 iteratlons and was executed on a NEC SX/2. The

required CPU tlime was 42 minutes at a performance of 250 Mflop/s.

5. DISCUSS1ON

The effect of amblent currents on wave propagatlon 1ln and around
harbours and coastal reglons with reflectlve boundarles can be deter-
mlned by means of a finite element model solvlng an extended mlld-slope
equatlon. Contrary to the orlglnal mlld-slope equatlon for bottom
refractlon and dlffractlon only, the extended equatlon should be solved
in an lteratlve way, as beforehand the wave dlrection In the computa-
tional region ls unknown. Apart from the strength of the currents, the
number of iterations depends on the number of elements per wave length.
For stabllity reasons a mlnlmum number of about 12 elements per charac-
teristic wave length ls required to obtaln accurate estimates of the
gradient of the velocity potentlal. Thls number is essentially the same
as applled for the dissipatlve effects of bottom dlsslpation, see
Kostense et al. (1986). For non-lterative computatlons without currents
and dlsslpation the number of elements is determined by the desired
accuracy; for engineerlng purposes usually about 8 elements per

characteristic wave length are applied.

The presented numerical examples show that the extended model success-
fully lntegrates the effects of dlffraction, bottom refractlon, current
refractlon, reflectlon and dlssipatlon. Moreover, lt ls shown that even
relatively weak currents may have a slgniflcant Influence on the wave

propagatlon.
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CHAPTER 3

OBSERVATION OF DIRECTIONAL WAVE SPECTRA

AND REFLECTION COEFFICIENT OF BREAKWATER IN A HARBOR

by

Tetsunori Ohshimo*, Kosuke Kondo**, and Tsunehiro Sekimoto*

ABSTRACT

Field investigations were performed in order to show
the effect of wave diffraction by breakwaters through direc-
tional wave spectra measurements in a harbor, and to esti-
mate the reflection coefficient by resolving the incident
and reflected wave energy in front of a composite type
breakwater. Combinations of an ultrasonic wave gage (USW)
and an electromagnetic current meter (EMC) were used to
measure the synchronized data of the water surface elevation
and two horizontal velocities. The EMLM (Extended Maximum
Likelihood Method) was applied for the calculation of the
directional wave spectrum, and the modified EMLM for an
incident and reflection wave field was applied for the
estimation of the reflection coefficient. Through the esti-
mated directional wave spectra, the effect of wave dif-
fraction by breakwaters were discussed and the reflection
coefficient was estimated at about 0.9. As a result, the
applicability of +the field investigation method and the
modified EMLM were verified.

1. INTRODUCTION

In the design of maritime structures it is necessary to
estimate not only the characteristic height and period para-
meters but also the random nature of sea waves. To describe
the irregularity of sea waves with different frequencies and
directions, the concept of directional wave spectrum is of
great importance, since the directional wave spectrum
employs both the frequency and the wave direction. It is
basically possible to determine the directional wave spec—
trum of random sea waves by use of various methods and
instruments. As there have been recent remarkable advances
in the theories for estimating the directional wave spec-
trum, many field investigations have also been performed.

Among the methods for computation of directional spec-
trum, the Maximum Likelihood Method (MLM) is known to yield
the highest directional resolution. However, it is applica-
ble only to wave gage array measurements. So, Isobe, Kondo,

* Engineer, Design and Engineering Department, Penta-Ocean
Construction Co., Ltd., 2-2-8 Koraku, Bunkyo-ku, Tokyo,
112 Japan.

** Principal Engineer, Design and Engineering Department,
Penta=-Ocean Construction Co., Ltd., 2-2-8 Koraku, Bunkyo-
ku, Tokyo, 112 Japan.
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and Horikawa (1984) extended the MLM to mixed arrays and
named it the Extended Maximum Likelihood Method (EMLM). For
the estimation of the directional spectrum by the EMLM, a
set of data records of various wave properties at one point
is sufficient. Moreover, at sites where wave transformation
such as that due to refraction and diffraction is signifi-
cant, the EMLM makes it possible to obtain the local direc-
tional wave spectrum. But the EMLM is not applied for the
estimation of the directional wave spectrum near the reflec-
tion line, because the phase lag between the incident and

reflected waves is not random. It is necessary to consider
the fixed phase relation of each pair of incident and
reflected wave components. So, the EMLM is modified for

calculating the directional spectrum in the wave reflection
system similar to the relation between the MLM and the MMLM
(Isobe and Kondo, 1984). This method is termed the EMLM-2.
It is possible to estimate the reflection coefficient of a
vertical wall type breakwater by using the EMLM-2. This
method to find the reflection coefficient of prototype
structures is much easier than the other methods, because of
one~-point measurement.

The object of this study is to elucidate the diffrac-
ting characteristics through the change of the directional
wave spectra calculated by the EMLM, and to estimate the
reflection coefficient by analyzing the directional wave
spectra by the EMLM-2.

2. FIELD INVESTIGATION
2.1 Site Location and Period of Investigation

The field investigations were carried out in the east-
ern shore of the Japan Sea at Kashiwazaki, Niigata prefec-
ture, Japan, from January through February, 1986. A
location map of the investigation site is shown in figure 1.
As geographical features, Sado island and Noto peninsula lie
north and west of the study area, respectively. So the
dominant wave directions during storm are almost limited
from northwest to west.

2.2 Harbor Layout and Field Investigation Program

Figure 2 explains the harbor layout and positions of
the instrument combination of a wave gage and a current
meter. The Harbor layout is a complex shape in order to
keep the harbor tranquil, prevent retention of coastal Sedi-
ment, allow free flow of water, and so on. Therefore, the
wave transformation due to diffraction in the harbor is
fairly intricate.

The field investigation program consisted of :

1) measurements of incident waves at location free from
the effects of breakwaters (point PO);

2) measurements of waves diffracted by breakwaters (point
Pl, P3, and P4); and

3) measurements of diffracted and reflected waves in front
of the south breakwater (point P2).
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In the third set of measurements, the distance between
point P2 and the south breakwater was calculated beforehand,
because the accuracy in estimating the directional wave
spectra and the reflection coefficient changes depended upon
the ratio of distance between the instruments and the break-
water (X) to wave length(L).

Schematic profile of the south breakwater, which is a
composite type breakwater without wave energy dissipation,
is given in figure 3. This figure also shows the location
of point P2 where the instruments were installed at the
distance of 32.0 m away from the south breakwater.

21.2

seaward side concrete harbor side
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-10
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Figure 3 Schematic profile of the south breakwater

2.3 Measuring Instruments and Data Sampling Mode

Combinations of the ultrasonic wave gage (USW) and the
electromagnetic current meter (EMC) were located on the

bottom of the sea. The distance between USW and EMC is
about 1.0 m and timing is synchronized through an electrical
cable link. Therefore this measuring system is considered

"one~point measuring" in terms of field scale.

USW acts as a reversed echo sounder to measure the
surface elevation and EMC measures the two components of the
horizontal water particle velocity at orthogonal angles.
Data is measured for approximately 9 minutes every 2 hours,
containing 1022 samples with an interval of 0.5 second, and
stored on cassette tape inside the instrument.

3. METHOD OF DATA PROCESSING
3.1 Statistical Analysis

Both the USW and EMC data sometimes contained more
noise spikes than were acceptable for statistical analysis.
The data records were therefore semi~automatically corrected
on a graphics terminal, which allowed an immediate visual
check of corrections. All data were analyzed statistically,
including the calculation of significant wave height and
period by the zero-up-crossing method, principal wave direc~
tion and current velocity, etc.
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3.2 Directional Spectrum Analysis

In the analysis of the directional spectrum with no
reflected waves, that is, at positions PO, Pl, and P3, the
EMLM was applied for the calculation of the directional wave
spectrum. In the analysis of the directional wave spectrum
in the wave reflection system, however, the fixed phase
relation of each pair of incident and reflected wave compo-
nents should be considered. Therefore, the EMLM was modi-
fied to estimate the directional wave spectrum and the
reflection coefficient in an incident and reflected wave
field, according to the relation between the MLM and the
MMIM (Isobe and Kondo, 1984). A directional wave spectrum
and a reflection coefficient can be estimated as follows:

S(k,0)=a [m ot {HA (k, 0)exp(~ikxn) +rH%(Kr,0) exp (-ikxne)}
m,n

(1)
X{Hn(k,o)exp(ikxn)+an(kr,a)exp(ikxnr)}]'l

m%]?,;é[H,ﬁ (k,0)*Hn(ky, o) exp{ik (X nr—xm) } +HE (k ¢, 0} Hp(k,0) explik (xp~x pr)}]

280 HE (kr,0) Hy(ky, o) exp{ik (X nr—Xmr)}
m,n (2)

where k is the wavenumber vector, o is the angular frequen-
cy. S(k, o) means the estimated wavenumber-frequency spec-
trum. r denotes the reflection coefficient. & mn (o) is
the cross-power spectrum of the water surface and horizontal
velocity variations at point xm and point xn. H is the
transfer function and * denotes the complex conjugate. o
is a proportionality constant which can be determined from
the relationship between the wavenumber-frequency spectrum
and the power spectrum. When the reflection coefficient r
equals zero, it completely coincides with that for the EMLM.
The present method is termed the EMLM-2.

3.3 Numerical Simulation of EMLM-2

Applying the MMLM for estimating the directional wave
spectrum in an incident and reflected wave field, the reso-
lution power of the directional wave spectrum depends on the
number and the arrangement of wave gages. In general, the
resolution power increases with increasing number of wave
gages, and spurious spectral peaks appear if the nearest
wave gage 1s located farther than about 0.2L from the
reflection line (L:wave-length). Therefore, in the analysis
of the directional wave spectrum, using the EMIM-2, it is
considered that the resolution power of the directional wave
spectrum also depends on the number and arrangement of
instruments.

Numerical simulations were performed to example the
validity of the EMLM-2. The procedure for the numerical
simulation is as follows:

1) Specify a functional form for the directional spectrunm,
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S(k, o), and reflection coefficient, r. Here, the
Mitsuyasu-type directional distribution expressed by
equation (3) was used. The reflection coefficient was
assumed constant for every directional component of
waves.

S(k,0)=cos25{ (8-87) /2} (3)

where 6, is a principal wave direction and s is a para-
meter respecting the degree of directional energy
concentration.

2) Calculate ¢ mn (g) for all given components using the
relationship between the cross-power spectrum and the
directional wave spectrum in an incident and reflected
wave field, which is expressed by equation (4).

@ mn (0)=fks(k,0)
(4)

x{exp(ikxp) +r exp(ikxpr)}

x{exp(~ikxn) +r exp(~ikxnr)}dk

3) Estimate the directional energy distribution from equa-
tion (1) and compare to the given one.

Figure 4 shows the definition sketch of an incident and
reflected wave field for numerical simulation. X is the
distance between the measuring point and the reflective
wall, and 8 is the wave direction. In this simulation the
calculation conditions were set as the typical conditions in
this field investigation. For example, the wave period was
8 seconds, the degree of energy concentration was 100, the
wave direction was 60 degrees from perpendicular to the
breakwater and the given reflection coefficient was 0.90.
The number of measuring component was 3 and the distance
between USW and EMC was 0.0 m.

Moreover the distance between the reflection line and
measuring point, X, 1is an important parameter to keep the
accuracy of estimating the directional wave spectrum and the
reflection coefficient. So the three ratio of the distance,
X, and wave length, L, that is, X/L=0.2, 0.5, and 1.0 were
set for the conditions of numerical simulations.

Figure 5 shows examples of the numerical simulation,
and Rs and Rp are the estimated reflection coefficients by

use of the methods mentioning in 4.4. When X/L=0.2, the
resolution power is highest and the estimated reflection
coefficient also agrees with the given one. When X/I1=0.5,

the estimated reflection coefficient also agrees with the
given one, though the resolution power goes down a little
and spurious peaks appear around 270 degrees. When
X/L=1.0, the resolution power goes down considerably and the
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estimated reflection coefficient does not agree with the
given one.

So, if +the measuring point is located far from the
reflection line, the resolution power goes down and spurious
peaks appear in the estimated spectrum. It is necessary
that X/L should be set less than 0.2 in order to keep the
accuracy of estimating both the directional wave spectrum
and the reflection coefficient, and that X/L should be set
less than about 0.5 in order to keep the accuracy of estima-
ting the reflection coefficient.

4., RESULTS
4.1 Wave Conditions

The wave conditions such as significant wave height,
significant wave period and principal wave direction during
the observation periods are shown in figure 6. As the
significant wave heights were always more than 1.0 m, some-
times reaching 2.0 m to 3.0 m, the wave climate was very
rough during the period of investigation. The most preva-
lent significant wave period was about 6 s to 8 s, though it
seems that the wave periods become longer in accordance with

the increase of wave height. The wave directions clearly
changed from west to north in accordance with the increase
of wave height. This change of the wave direction followed

a move of a low atmospheric pressure.
4.2 Wave Characteristics in a Harbor

Figure 7 shows the relationship between the incident
wave direction and the ratio of incident and diffracted wave
heights, and compares the diffracted wave direction to the
incident wave direction. Symbols are field data and the
s0lid line is the results of numerical simulation in respect
of harbor tranquility (Kondo, Shimizu, and Yamada, 1987).

In numerical simulation, the incident directional wave
spectrum was considered of a combination of the
Bretschneider-Mitsuyasu-~type frequency spectrum and the
Mitsuyasu-type directional distribution, instead of the
observed directional wave spectrum. The other input condi-
tions were typically determined in consideration of mean
wave climate during investigations, that is, the significant
wave period of 7 s and the degree of energy concentration,
Smax, of 25, were chosen.

As regards the rate of significant wave heights, field
data exhibits the graduwal increase according to the change
of incident wave direction from west to northwest because
of the shelter of the south breakwater.

Comparing between two wave directions at position PO
and Pl, the characteristic of the diffracted wave by the
south breakwater is obviously recognized. That is to say,
when the incident wave directions are west to northwest, the
diffracted wave directions are constantly northwest which is



DIRECTIONAL WAVE SPECTRA OBSERVATION

H1/3 (m)

T1/3 (s)

?
%

"E‘ -
E Ki
o0
2, °
z e
o 9
>t W
=5 Fﬁ&Q“ﬁ>—$§§§§@ﬁw§xs“&mm“§®L
QS
\ Il 1 L 1 1 1 d i3 1 S WUV I I I R SR S
FEB.TY 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27
(b) 2nd investigation period
Figure 6 Wave conditions during the observation periods

0.8 frommmmmmmbomnonch

0.6

H1/3 (P1)
H1/3 (PO)

NUMERICAL
SIMULATION

0.4

0.2 : R

WAVE DIR. (PO)

(a) Ratio of the incident and diffracted wave height

N

o _ NUMERICAL 1
o SIMULATION

o

7 T T e bt L
]

> : )

< -

B . 5SSO S S

WAVE DIR. (PO)

(b) Comparison of the incident and diffracted wave
direction

Figure 7 Wave characteristics in a harbor



56 COASTAL ENGINEERING — 1988

a straight line direction from the tip of the south break-
water to the measuring point. When the incident wave direc-
tions are northwest to north, the diffracted wave directions
change in accordance with the incident one. The results of
numerical simulation show good agreement with field data.

4.3 Change of Directional Wave spectra due to Diffraction

In order to estimate the effect of wave diffraction due
to the south breakwater through the directional wave spec-
tra, the directional wave spectra were computed for three
different incident wave direction data sets as shown in
table 1.

Table 1 Cases for estimating the directional wave spectrum

CASE NO. DATE WAVE DIRECTION H1/3 (m) T1,/3 (s)
1 1/17 12:00 W (N96° W) 1.31 4.9
2 1/22 12:00 WNW (N64° W) 2. 09 5.6
3 1/15 12:00 NNW (N14° W) 1. 30 5.0

Examples of the estimated directional wave spectrum are
shown in figure 8. Each figure consists of the directional
energy distribution contour (central part), the frequency
spectra (upper part) and the directional spreading function
(righthand part), estimated using the EMLM. The upper three
figures are the results at position PO. The lower three
figures are the results at position Pl.

When the incident wave direction is west, the south
breakwater causes a change between the two directional wave
spectra as follows.

1) The directional peak of incident wave changes to a
straight line direction from the tip of the south break-
water in the sheltered area.

2) The degree of energy concentration of the directional
spreading function in the sheltered area becomes higher
than that of the incident wave.

3) The frequency power spectrum at sheltered area is dif-~
ferent from that at incident area, and the significant
wave period changes shorter in the sheltered area. This
is because the wave energy included between 0.15 Hz and
0.18 Hz frequency band is more sheltered than that
included between 0.21 Hz and 0.24 Hz frequency band.

On the other hand, when the incident wave direction is
north-north-west, the two directional wave spectra are
almost similar. In this case the south breakwater hardly
influences the change of the directional wave spectrum in
the sheltered area.

When the incident wave direction 1is west-north-west
that 1is intermediate direction between the above-mentioned
two cases, the change of two directional wave spectra also
shows the intermediary characteristics.
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4.4 Reflection Coefficient and Directional Wave Spectra
(1) Reflection Coefficient

In estimating the reflection coefficient, there are the
following two methods. Equation (2) gives an estimation of
the reflection coefficient (Rs) for each frequency and for
each direction. The second method (Rp) is to adopt the
square root of the ratio between the integrated reflected
and incident wave energy.

The estimated reflection coefficient by the second
method are shown in table 2. In accordance with the results
of the numerical simulation, the integrated reflected and
incident wave energy between 0.03 Hz and 0.15 Hz was only
used for estimating the reflection coefficient, in order to
keep the accuracy of estimation. Thus, ten cases including
higher wave energy in the frequency range of 0.03 Hz to 0.15
Hz were chosen.

The reflection coefficient shows rather stable values
between 0.75 and 0.99 with a mean value of 0.86. Judging
from approximate values (0.7-1.0) of the reflection coeffi-
cients for a vertical wall as reported in various sources
(Goda, 1985), this value is valid.
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(2) Directional wave spectra in incident and reflected wave
field.

Figure 10 shows examples of the estimated directional
wave spectrum at position, P2, that is, in front of the
south Dbreakwater. The EMLM-2 was applied for estimation.
0 degree means that the wave direction is perpendicular to
the south breakwater, and 90 degrees is parallel to the
south breakwater. The wave direction 1is defined anti-
clockwise. The estimated directional wave spectra have two
peaks in symmetrical positions. The direction of the first
peak 1is about 65 degrees, and that of second peak is about
115 degrees.

Judging from the harbor layout, it is understood that
the first peak corresponds to the incident wave which come
from the tip of the south breakwater, the second peak corre-
sponds to the reflected wave which are set as mirror images
of the incident wave at south breakwater. The directional
peaks of the incident and reflected waves are sufficiently
separated to permit use of the EMLM-2 for estimating the
directional wave spectrum.

The peaks between 180 degrees and 360 degrees are,
however, regarded as spurious peaks in consideration of the
harbor layout and the results of numerical simulation.

Figure 11 shows example of the directional wave spec-
trum at position, P2, for the same data set with Figure 10,
by use of the EMLM. There are also the directional peaks of
the incident and reflected wave in this result, whereas the
resolution power is lower than the result of the EMLM-~2.

5. CONCLUSIONS

The wave measurements were carried out by means of
combinations of a wave gage and a current meter. The field
data was processed to estimate the directional wave spectra
by the EMLM and the EMLM-2, which is the modified EMLM for
calculating the directional wave spectrum in an incident and
reflected wave system. The effect of diffraction by break-
waters were discussed through the transformation of the
directional wave spectra, and the reflection coefficient of
the composite type breakwater, without wave energy dissipa-
tion, was estimated at a mean value of 0.86. As a result,
the applicability of the field investigation method and the
EMLM-2 were verified.
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Table 2 Reflection coefficient of the south breakwater
NO. DATE H1/3 | T1/3 | REFLECTION
(m) (s) COEFFICIENT
1 1/28 20:00 0. 92 4. 95 0. 84
2 128 18:00 0.91 4., 34 0.99
3 1/23 6:00 0.87 5. 35 0.77
4 1/26 8:00 0. 85 4., 88 0. 96
5 1/24 6:00 0.83 5.29 0. 88
6 1/286 2:00 0. 82 4. 38 0. 81
7 1/26 6:00 0.81 4.863 0. 89
8 124 8:00 0. 80 5.14 0. 756
9 1/25 8:00 0.80 4. 57 0. 89
10 1/256 4:00 0.78 4. 71 0. 78
, (P2 1/26 5:005 BY EMLM-2 )
P oo PWR:0.45
H13:0.81
T13:4.63
- | ;
0 NS N S S SN S SN S :
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Figure 10 Example of the estimated direction wave
spectrum in front of the south breakwater
by EMLM-2
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Figure 11 Example of the estimated directional wave

spectrum in front of the south breakwater
by EMLM
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CHAPTER 4

DIRECTIONAL SPECTRUM ESTIMATION

FROM A BAYESIAN APPROACH
Noriaki Hashimoto* and Koji Kobune*#

ABSTRACT

4 new directioal spectral estimation method using a Bayesian
approach 1is proposed. The proposed method is examined for numerical
simulation data, and the validity of the method is discussed. Some
examples of the directional spectra estimated from field observation
data attained at an offshore oil rig utilizing seven wave probes are
also shown in this report. The major conclusions of the report are :
(1) The proposed method can be applied for more than four arbitrarily
mixed instrument array measurements. (2) It has a higher resolution
power than other existing methods for estimating directional spectrum.
(3) It is a better method for estimating directional spectra from the
cross-power spectra contaminated with estimation errors. (4) It is
more adaptable to reformulation of the estimation equations as
the study of structures of directional spectrum progesses.

1. INTRODUCTION

Directional spectra are the fundamental properties of ocean waves
expressing the energy distribution as a function of the wave frequency
and direction of wave propagation. Many efforts have been made to
estimate directional spectra on the bases of point measurements
utilizing various wave probes, and several methods have been proposed
to improve the directional resolution of the estimation.

These methods are based on a mathematical relationship between
the directional spectrum and the cross-power spectra. The cross-power
spectra are computed from time series records of various wave
properties. In practice, wave records are often contaminated with
noises. This leads to errors in the cross-power spectral estimation.
Thus, the estimate of the directional spectrum is often biased by the
noises and errors associated with the observed cross-power spectra.

However, no current methods take into account the existence of
such errors. The directional spectrum is estimated only to satisfy the
above mentioned relationship with the observed cross-power spectra,
and this may be one of the causes that estimates of the directional
spectrum sometimes result in poorly conditioned shape, i.e. negative
values or zigzags, for instance.

* Senior Research Engineer, Marine Hydrodynamics Division.
*#*Chief, Marine Observation Laboratory, Marine Hydrodynamics Division.
Port and Harbour Reserch Institute, Ministry of Transport,
1-1, Nagase 3chome, Yokosuka, 239, Japan
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The same type of problems are seen in the field of the regression
analysis problems where the number of the parameters to be estimated
is large compared with the sample size. In order to overcome these
difficulties, Akaike(1980) introduced a Bayesian model which better
approximates the sample data, and which is compatible with an a priori
condition subsistent in the phenomenon to be analyzed.

The estimation of the directional spectrum can be considered as a
regression analysis problem to find the most suitable model from
limited data. Therefore, the Bayesian approach should be useful to
obtain the most reasonable model (directional spreading function)
which best approximates the sample data (cross-power spectra) and
which also conforms to the subsistent nature of the physical
phenomenon, i.e., continuous and smooth variation of its value. This
is accomplished by maximizing the likelihood of the model with a
priori condition that the directional spreading function varies
smoothly over the wave direction.

In the practical computation, another parameter which is called a
hyperparameter, is introduced to consider the balance of the two
requirements imposed on the model : to maximize the likelihood of the
model and to maintain the smoothness of the model. In order to select
the most suitable value of the hyperparameter for the given cross-
power spectra, the ABIC (Akaike's Bayesian Information Criterion,
1980) is also introduced as a criterion to determine the most suitable
model.

The proposed method is examined by numerical simulations, and its
application to a practical directional wave analysis is also presented
with the data recently recorded on an offshore oil rig at a water
depth of 150 meters.

2. FUNDAMENTAL EQUATIONS RELATED TO DIRECTIONAL SPECTRUM
The relationship between the cross-power spectrum for a pair of

arbitrary wave properties and the directional spectrum is introduced
Yy Isobe et al.(1984) as the following equation :

OunC )=\, Hul f, 0V H*C £, 63008 {hCtmn 008 0+ sin 0}
—i sin {E(@mn 08 0+ Yma sin D}1S(S, 6Dd0

(1)

where f is the frequency, %k is the wave number, § is the wave
propagation direction, ¢,,(f) is the cross-power spectrum between the
m-th and the n-th wave properties, Hn(f,6) is the transfer function
from the water surface elevation to the m-th wave property, ¢ is the
imaginary unit, Lma=%Ta—%Tms Yma=Yn—Yms (@m,Y¥m)is the location of the
wave probe for the m-th wave property, S(f,§) 1is the directional
spectrum and the superscript * denotes the complex conjugate.

The directional spectrum S(f,8) is often expressed as a product
of the frequency spectrum and the directional spreading function.

SCAO=S(GEI1H (2)
where, S(f) is the frequency spectrum and G(8lf) is the directional

spreading function. The directional spreading function takes non-
negative values and satisfies the following relationship.



64 COASTAL ENGINEERING — 1988

Table 1 Transfer function from small amplitude wave theory

SCANITTY  [SYMBOL|  hGho) « | 8
ot st : 1 BE
Excess pressure P rg :;:;l ,’:: 0 0
Ry " o |
Xxerlgzz ! avggéle;ration KL — Y 0
Surface slope («) Nz ik 1 0
Surface slope () 7y ik 0 1
mae | | w0 |
Wate}* particie v o cfbsh kz 0 1
velocity (y) sinh kd
M | o | emmE | o |

k: wave number, ¢: angular frequency, d: water depth, z: elevation
from the bottom, p: fluid density, g: gravitational acceleration.

" Gl pas=1 ()

The transfer function H,(f,0) in Eq.(1) is generally expressed
in the form

Hm(f; a)':hm(f) ¢08*™§ sinfmg (4)

where the function A, and the parameter a, and g, in Eq.(4) are
shown in Table 1.

Equations (1) are the fundamental equations for the estimation of
the directional spectrum on the basis of the simultaneous measurements
of various wave properties. If the function S(f,6) which satisfies
Eq.(1) and which takes only non-negative values is obtained, the
function is called a directional spectrum.

3. ESTIMATION OF DIRECTIONAL SPECTRUM FROM THE BAYESIAN APPROACH

The directional spreading function takes values greater than or
equal to zero, but in this section, the function is treated as a
function which always takes positive values only.

Firstly, it is assumed that the directional spreading function is
expressed as a plecewise-constant function over the directional range
from 0 to 27 (K49=2r). This assumption is commonly employed in the
numerical computation of random waves.,
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Since G(4|f)>0 , and let

In Gl H=m:i( ), k=1, KD (5)

the directional spreading function is approximated by the following
equation.

Gl )= exp U8 (6)
wrere,
1: (k—1D40<6<k40
Ik(ﬁ)={ . (7)
0 : otherwise, (k=1-, KD

Substituting Eq.(6) into Eq.(1) and after some manipuration, the
following equation is obtained considering the errors e¢,,(f) of the
cross-power spectra.

)= S axp 1ol Pl +ea() (=1, ey 2N (8)

where, the subscripts i=1 to N denote real parts and i=N+1 to 2N
denote imaginary parts of the complex numbers ¢; , asjeand e

N=Mx(M+1)/2; M:Number of the wave probes 9)

s, k() = 46 Hn(f, 6:) H *CF, 040 [008 {k(mn €08 O +Ymn Sin 62)

—1 sin {k(xmn €08 . + Ymn sin Gk Ny Vd’mm(f)d’mz(f) (10)
4 (O = anl) [V Bl IO (1)

In Eq.(8), though ¢; , a@;; and & are the functions of the
frequency f, f is omitted to simplify the expression hereafter.

When ¢: (i=1,2,....,2N) are given and & (i=1,...4.44,2N) are
assumed to be independent from each other and have the probability of
their occurrence expressed by the normal distribution having the mean
0 and the variance ¢ , the likelihood function of «; (k=1,.....,K) and
¢? is given by Eq.(13).

L(xy, ey 2p s 02)=(2—7:‘27—v~ exp[-—%f:é{qh* ?'_:..lm,k exp (ka)}Z] (13)

In the derivation of the equations mentioned above, the
directional spreading function @G(4|f) 1s expressed by a piecewise
constant function and the correlation between the wave energy falling
on each segment of 6§ has not yet been taken into account considering
the background of the linear wave theory. However, it is not unreal
to assume that the energy distribution over the wave directions is
discontinuous. Therefore, the additional condition must be added. As
the simplest additional condition, the following condition is added by
assuming that the second order difference of {w;} are close to zero for
k=1,¢404yK. That is,
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M

{mp—2xx-1+ 2227 (Bo=x, T-1=Tx-1) (14)

>
1

1

becomes smaller as the estimate of the directional spreading function
G(0|f) becomes smoother.

The estimate of @3 maximizing the likelihood (BEq.(13)) and

minimizing the above mentioned quantity are determined as the
estimates which maximize the following quantity :

w & 2
In L(q, oo , R} 02)—‘2;2— k};‘,l(xlc“zxk—l'l'fclc—Z) (15)
where, 4* is a hyperparameter.

The maximization of Eq.(15) is achieved by maximizing the
following exponential function having the power expressed by Eq.(15).

u? K
Ly, ey wx 3 0%) exp{~27k§ ka—ka-x+xk-z)2} (16)

When normalized, the second term can be regarded as a following
distribution of a=(xy,..... y Bx)e

P(.tluzy 02)=(«/2%a )K exp {_;Tzzécxk—"zxk—l+xk-2)2} (17)

In Bayesian statistics, the distribution p(y|%), which is called
the posterior distribution, is proportional co the likelihood L(¥|x)
and the distribution p(y) , which is called the prior distribution, as
follows.

Hylz) o< Llyl2)ply) (18)

Thus, the distribution of Eq.(17) corresponds to the prior
distribution in Bayesian statistics. The estimate of x obtained by
maximizing Eq.(16) is regarded as the mode of the posterior
distribution of p . (x| u?, ¢2).

If the value of % is given , the value of x which maximizes
Eq.(18) are determined by minimizing Eq.(19), regardless of the values
of o2,

2N

=1

{¢i—' Ig e,k €XP (ﬂ?k)}z + uz{ :‘?5 (wr—20%-1+ -’vlc-Z)z} (19)

-,

The most suitable values of the hyperparameter %? and the variance
¢ are determined so that the following ABIC is minimum.

ABIC=—21n{L(=, o)p(z 42 )dx (20)

4. NUMERICAL COMPUTATION OF DIRECTIONAL SPECTRUM

In order to estimate the directional spectrum by means of the
Bayesian approach, the minimization of Eq.(19) and the integration and
the minimization of Eq.(20) must be performed. The following is the
summary of the procedure of the computation presented by Ishiguro
(1985) and Sakamoto (1985).
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For a proper value of hyperparameter # and initial values %, of x,
compute the estimate of £ by means of the least square method

utilizing Eq.(21).
J(x)=2| Ax— B|*+u?| Dz |?
where,
A=Az
B=B~AF(z)+ AE(z0)x0

|
no
—
(=]
(=]
—

D=
-0 0 Q- 1 -2 ' ] -
—exp(@y) 0 eeeeeeeeeenns 0 -
0 exp(@ma)eesreesene 0
E(z)= : : . :
- 0 0 -------------~:expémx)—

F(z)=lexp (xy), - , exp (zx)}*

That is, for a certain initial value x,, the values of =x;

(21)

(22)

(23)

(24)

(25)

(26)

(27)

(28)

computed by means of the least square method utilizing Eg.(21)
through Eq.(23). Substituting these x1 for the initial x, in

Eg.(22) to Eg.(23), and repeating the same process,

we obtain the

another set of x, . Iterating these process until the values of x
converges to X, the estimate of £ is obtained for the given

value of w2

Compute the ABIC by Eq.(29) for the given # and the estimate of ¢

obtained above.

ABIC=2Nn 2x)+2N+2NIn (60— K In (#2)+In{det (A* A+ 2D D)}

where,

g2 = o (| A= BI*+4| DE 1)

(29)

(30)

and 4 and B are the coefficient matrix renewed in Eq.(22) and

(23), which are computed for the least square estimate £ .

are
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3) Changing the value of #, repeat the process of 1) and 2).

4) From various estimates of £ obtained through the process 1)
through 3), choose the values 42 and ¢ as well as the estimate £
which yield the minimum ABIC as the final estimate of x as the
estimate of the directional spreading function.

In the computation of the estimate of the directional spreading
function mentioned above, the initial values of X0 are given uniformly
(#;=In (1/2r) )., The iteration of Eq.(21) is terminated when the
standard deviation of the difference between the values of =x. of n-th
step and that of the previous step is smaller than or equal to 103 ,
ice., loa]=107% .

In addition, the hyperparameter which minimizes the ABIC is found
by the method of trial and error. The value of the hyperparameter is
given by utilizing Eq.(31) with the value of m changing in a
sequential manner.

u=ab™ Gn=1,2, - ) (31)

The derivation of the Eq.(21) through Eq.(30) and the details of
the computation is given in Hashimoto et al.,(1987).

5. EXAMINATION OF THE ESTIMATION METHOD BY NUMERICAL SIMULATION
5.1 procedure of numerical simulation

Numerical simulations weré performed to examine the validity of
the proposed method. The procedure is the same as the one used for
examining the EMIM (Isobe et al.,1984).

The directional spectrum is expressed as a product of the
directional spreading function and the frequency spectrum and is
computed frequency by frequency. Hence, in this section, a
directional spreading function for an arbitrarily chosen frequency is
examined. The practical procedure of the numerical simulation is as
follows.

1) The directional spreading functions to be employed in the
examination are Mitsuyasu-type ones which are given by Eq.(32).

G(0)=$ o cos25‘< 0;0‘) (32)

where &; is the proportionality coefficient and is given so that
Eq.(32) satisfies Eq.(3). For the simulation of a uni-directional
sea, the directional spreading function is given by Eq.(32) with
i=1 only. On the other hand, for a bi-directional sea, two
different wave groups having different values of a;,S;,0::(i=1,2)
are superimposed.

2) The cross-power spectra are computed for the directional spreading
function given by process 1) utilizing Eq{1).

3) On the basis of the cross-power spectra obtained above, the
directional spreading function is estimated by means of the
methods mentioned in the previous section. The estimate of the
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directional spreading function is compared with the input
directional spreading function, i.e. the one given by Eg.(32).

In addition, the directioanl spreading functions are also
estimated by the EMLM for the comparison of those given by the
Bayesian approach.

5.2 Examination of the estimation method

The results of the simulations are shown in Fig.1 for the three
types of arrays of wave probes. The same wave condition is employed
for all the arrays : wind waves characterized by S$=10 coming in the
direction 6,=0° and a swell characterized by S=100coming in the
direction §,=100° coexist, and the ratio of the peak spectral density
of the two wave groups is @,/a,=0.5 ., In addition, the distance
between the wave probes D is given-as D/L= 0.2 (L is the wave length
of the component wave to be examined) for all the arrays. The solid
lines denoted by TRUE in Fig.1 show the input directional spreading
function, and the lines denoted by BDM shows the estimate of the
directional spreading function given by the Bayesian directional
spectral estimation method (which is called BDM hereafter). The
ordinate of Fig.1 is normalized utilizing the peak value of the TRUE
directional spreading function for respective cases as reference
value.

It is observed in Fig.1 by comparing the estimates of the
directional spreading functions result from Type-1 through Type-3 that
as the number of wave probes increases, the directional resolution
shown by the BDM and the EMLM 1s improved. In paticular, the BDM for
Type~2 and Type-3 are almost the same as the TRUE. On the other hand,
though the EMIM seems to be closer to the TRUE than the BDM for Type-1
layout, the EMIM yields an erroneous peak inbetween the two peaks
exhibited by the TRUE for Type-2 layout. The EMILM is considerably
improved for Type-3 in comparison with the estimate for Type-2, but
the resolution is inferior to that of the BDM. For the wave prove
arrays consisting more than or equal to four probes, it is seen that
the BDM shows a better directional resolution than that of the EMIM,

i) ¥ @)

TYPE-1 ABIC = ~86.752 TIPE-2 ABIG = -219.10 TIPE-3 o ABIC = -704.37
T T T o v S 10 ,

8 Ceogd 8 i) 8 Cened
DIRECTION DIRECTION DIRECTION

Fig.1 Directional spreading functions estimated
from various types of probe arrays
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For Type-1 layout, only three wave probes are utilized to measure
the directional seas, the BDM does not find a suitable statistical
model to explain directional seas. The reason is supposed that three
independent wave properties are the minimum data to analyze the
directional spectrum, and so it is impossible to estimate the errors
introduced in Eq.(8).

The effect of the errors contained in the cross-power spectral
estimates is illustrated in Fig.2 for six different magnitudes of
errors. The probe array employed is Type-2. The values of r in the
figure show the ratio of the magnitude of the errors added to the
cross-power spectra and the absolute values of the cross-power
spectrum. In the computation, the same magnitude of errors is equally
added to all the four wave properties.

It is noted that as the magnitude of error increases, the
information of the directional spectrum carried by the cross-power
spectra become more biased. In fact, as seen in Fig.2, the estimates
of the BDM become flatter as the magnitudes of errors increases. On
the other hand, when the cross-power spectra contain larger errors,
the EMIM estimates erroneous peaks and sometimes fails to yield a
smooth and continuous estimates of directional spreading function.
However, in these cases, the BDM detects the directional peaks
properly, though it underestimates the peak values. Thus, the BDM
seems to be very robust method against the errors.

6. FIELD DATA ANALYSIS
6.1 Facilities of directional wave measurement

The new method for the estimation of directional spectrum on the
bases of the Bayesian approach mentioned above is applied to the
analysis of the wave records acquired at an offshore oil rig 42 km off
the Iwaki coast (Northeastern coast of the main island of Japan, see
Fig.3). The Onahama Port Construction Office (OPCO), the Second Port
Construction Bureau, Ministry of Transport, is conducting a multi-

element measurement of ocean waves at this location. Figure 4 shows

- (0.05)! - 2 € =g’
£ - (008 ABIC - -114.00 £ - o ABLC - -1UL.77 ABIC - -57.837
. T T .

- 0.015 - 0.03

8 Cdeed> RTITE) 8 Cannd
DIRECTION CIRECTION DIRECTION
. (0.2)? - (0.29)? - (0.3
T ABIC o -49.341 c- ABLC o -17.133 re o ABIC » -4.7963
T r Y .
B

- 0.4 - 12.8

2 Caasd
DIRECTION DIRECTION DIRECTION

Fig.2 Effect of noise in cross-power spectra on the
estimates of directional spreading functions



DIRECTIONAL SPECTRUM ESTIMATION

Relay Station

Observation

LS Station

Onahama Port
Construction
Office

71

Fig.3

246,15 P

Ultrasonic current
meter and pressure | |f
sensor

.

ot

v

tep-type
wave gauge

Enlarged Area

Location of the observation station

Step-type
vave gauge

Fig.4 Offshore oil rig and the location of wave probes

N Ultrasonic current meter (Ch.5, Ch.6)
and pressure sensor (Ch.7)
22°30° @
o e o ok,
A . 45° (94
@ T Ch.4
- Step-type wave gauge
? 13,95~
<‘> 45°
Ch.1 Ch.3

307
\Aep—type vave gauge

Fig.5 Wave probe array



72 COASTAL ENGINEERING — 1988

the oil rig where four step type wave gauges and a two-axis
directional current meter with a pressure sensor are installed on its
legs as shown in Fig.5. The location of the rig is 37° 17' 49" N and
141° 27" 47" E, in a water depth of 155m below C.D.L.

The simultaneous measurement of 7 elements is performed for 20
minutes at a time interval of two hours. The wave records as well as
the wind records are immediately transmitted by a radio telemetering
system to a nearby coastal relay station for landline transmission to
the OPCO.

The time series wave data are recorded on a digital magnetic
tape. Data are also analyzed immediately following each observation
using a mini-computer of the OPCO for real time information such as
significant wave height, wave period and mean wave direction, etc.
The EMLM is employed for the real time directional analysis at the
office. The directional wave analysis presented herein is performed at
the Port and Harbour Research Institute using the wave data recorded
on the magnetic tapes.

6.2 Field data analysis

The time series wave records analyzed here were obtained during
the passage of Typhoon No.17 from September 29 to 30 in 1986, At 12:00
on September 30, the maximum significant wave height (H1/3 = 6.20m)
and period (T1/3 = 12.58) was recorded. Figure 6 is the weather maps
of these two days.

Figure 7 shows the time variation of +the directional spectrum
estimated on the basis of the 7-element wave records by the BDM for
every four hours from 16:00 on Sept. 29 to 20:00 on Sept. 30. TUp to
4:00 on Sept. 30, bi-directional seas are observed : swell comes from
the south and the wind generated waves come from the east-southeast at
the same time. After 8:00 on the 30th, the directional spectra are
uni-directional. During the passage of Typhoon No. 17, the significant
wave height shows two maxima. One was observed at 2:00 on the 30th,
when the spectral density of the swell reaches its maximum. The other
peak significant wave height was observed at 12:00 on the 30th and it
was the highest during these two days. It should be noted that the
directional spreading of the directional spectra observed at 12:00 and
later are constricted at the peak frequency, il.e., the concentration
of the spectral density is highest at the peak frequency and becomes
lower as the frequency deviates from the peak frequency. This is the
same characteristics shown in the directional spreading function
proposed by Mitsuyasu et al.(1975).

Examples of the directional spectra for various types of probe
arrays estimated by the BDM and the EMIM are compared in Fig.8. The
left figures are the estimates given by the BDM and the right figures
are those by the EMIM. The major difference between the estimates
given by the two different methods is that those given by the BDM show
higher spectral peak than those given by the EMIM. Though the BDM
yilelds almost the same shape of the directional spectral estimates for
various types of probe arrays, the EMLM yields the different shape of
the estimates depending on the arrangement and the number of wave
sensors.

On the basis of these results, we conclude that the estimates of
the directional spectra show considerably different shapes depending
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the method for the directional spectral estimation. Therefore, many

wave properties must be measured, and the estimation method utiligzed
must be examined for a detailed analysis of the directional spectrum.

6.

1)

2)

3)

4)

5)

CONCLUSIONS
The following major conclusions sum up the study:

The proposed Bayesian Directional Spectral Estimation Method (BDM)
can be applied for the directional wave analysis on the basis of an
arbitrary wave probes. However, the method needs wave records
consisting of at least four elements of wave properties. When only
three elements are measured, the Extended Maximum Likelihood Method
(EMIM) and the Maximum Entropy Principle Method (MEP : Kobune and
Hashimoto j; 1986) are recommended.

When four or more wave probes are employed in the observation, the
BDM is the preferred analytical approach. The directional
resolution exhibited by the BDM in this circumstance is greater
than those shown by the EMIM or other exsisting methods.

The BDM is fairly sound against the noises contained in the
estimates of the cross-power spectra, As the rate of the noise over
the cross-power spectra increases, the estimate given by the BDM
becomes flatter than the true directional spectrum. This BDM
tendency emerges as the method tends to rely on the a priori
condition (smooth and continuous), whenever the given information
(cross-power spectra) is not reliable enough. When the cross-power
spectra contain large errors, the EMIM fails to yield reasonable
estimates, while the BDM can detect the directional peak where the
true directional spectrum shows its peak density.

Estimates of the directional spectrum vary widely depending on
the method employed for the directional wave analysis, number of
elements of wave properties to be analyzed and the layout of the
probes, Though the directions where the directional spectrum shows
its peak density can be detected from the directional wave analysis
on the basis of three or four element measurement, it is necessary
to measure directional waves with many probes to detail the shape
of the directional spectrum. For field observation, especially in
deep sea, simultaneous measurements of many wave properties are
very difficult for technical and financial reasons. However, the
BDM is a very powerful method for the directional wave analysis in
laboratories.

In the present paper, as an a priori condition, the simplest
condition is introduced to characterize the inherent nature of the
directional spectrum. This is necessary, as the BDM relies heavily
on the a priori condition when the given information is
insufficient, to delineate the directional spectrum. However, when
research reveals more detail in the structure of ocean directional
waves, the method can be improved by adopting the newly attained
knowledge as the a priori condition. Thus, the BDM is more
adaptable to reformulation of the estimation equations as the study
of structures of directional wave spectrum progresses.
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CHAPTER 5

Longshore Current Forcing at a Barred Beach
D.J. Whitfordl and E.B. Thornton2, Member ASCE
1. Introduction

A local alongshore momentum balance was measured at
various locations across a barred surf zone during the
SUPERDUCK experiment held at the U.S. Army Corps of
Engineers, CERC Field Research Facility (FRF), DUCK, N.C.,
U.S.A. on October 16, 1986. A mobile sled was instrumented
to measure the various terms in the alongshore momentum
equation. Numerically orienting the instrumentation
perpendicutar to the local bottom contours, the alongshore
momentum balance simplifies to:

T b
My + 3Syx = r; - ’I.'y (1)
EXA X
where the terms represent (left to right) the temporal
change of the time-averaged, depth-integrated mean momentum
per unit _area in the alongshore direction (M,) due to both
steady (M,) and unsteady (My') flow, the croSs-shore
gradient of the total alongShore momentum flux, surface
wind stress, and bottom shear stress.

Three vertically and horizontally separated Marsh-
McBirney bi-directional electromagnetic current meters, a
Paroscientific digiquartz pressure sensor, and a single-
point R.M. Young wind monitor, all mounted on a moveable
sled, were used to measure current, wave and wind condi-
tions in the surf zone. Spatially-dependent bed shear
stress coefficients were determined as residuals from the
alongshore momentum balance.

2. Experimental Site

The FRF site is located along a 100-km unbroken
stretch of barrier isltand formation known as North
Carolina's "Quter Banks." There are no littoral barriers
to perturbate incoming wave trains along the entire reach
of shoreline. The site has a tidal range of 0.5 to 2.0 m
and regular offshore bathymetry. On October 16, the beach
had a mean foreshore slope of 0.06, a single alongshore
linear bar system, and a mean siope of 0.02 offshore of the

lFieet Numerical Oceanography Center, Monterey, CA, 93943
H.S.A.: fOERerg%ggg NSV%1APostgraduate Schootl,

onterey, . .S.A.
ZNaval P%stgraduate dchooi, Monterey, CA, 939434 ,S.A,
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bar.

Sled instrumentation and deployment were described in
Martens and Thornton (1987). Current meters were mounted
at approximately 0.5 m, 1.0 m, and 1.5 m above the sled
bottom. A Paroscientific digiquartz pressure sensor was
used to infer surface elevation and mean water depth.

Daily bathymetric profiles of the experiment site were
accurately measured with a Zeiss Elta-2 laser surveying
system which sighted on the FRF Coastal Research Amphibious
Buggy (CRAB) as it methodically traversed the experiment
area. Precise orientation of the sled was achieved to
within 0.5° using the laser surveying system to triangulate
on two reflective prisms mounted approximately 2 m apart on
a mast spreader above the sled.

Sled sensor measurements were acquired during ¢
transects of the surf zone over a 7-day period. This
paper discusses only a single transect accomplished on 16
October, as the additional transects are currently under-
going analysis. Wind speeds measured at 10 m elevation
ranged from 10 to 12 ms-1 and offshore Hpo ranged from 1.4
to 1.6 m. The transect consisted of 5 positions across
the surf zone - outside the surf zone, at the point of
maximum wave breaking, immediately before the bar, on top
the bar, and in the bar-trough., O0Oata were acquired at each
position for approximately 35 minutes.

3. Momentum Balance Term Formulation

a. Temporal variability of mean longshore currents -
Mean alongsShore momentum is formulated from:

My = 'M; + My' = pV0 + f?h ov'dz (2)
where p is water density, V and v' are the mean and
fluctuating components of the longshore current, D is the
mean water depth, n is sea surface elevation and the over-
bar denotes time averaging., Finite differencing in time
was examined by varying the time step from 1-22 minutes,
with and without a running mean.

b. Cross-shore gradient of alongshore momentum flux
~ Alongshore momentum flux (or radiation stress) is calcu~
lated using a linear wave theory transfer function:

Syx(f) = IH(F) % Cyy(F) (3)
p[sinh(2kh) + 2kh]
4k[cosh? k(h + zp)]

[H(f)|? =

where Cyy is the co-spectrum of the current velocity compo-
nents (u,v), f is frequency, k is wavenumber, h is mean
water depth, and zy is the measurement depth. Finite
differencing in space is taken over the horizontal
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distance between sled run positions, varying between 13-51
m. T is the summation of Syx(f) over the sea-swell
frequzncy band (0.06-0.44 Hz).

c. Surface wind stress -The alongshore component of
surface wind stress 19 hereafter referred to as simply
‘surface wind stress' 1s calculated using the drag coeffi-
cient method (also ca]]ed the bulk coefficient method):

™) = ea Cd1o V1ol U1oy (4)

where p, is air density, is a stability-dependent
atmospher1c drag coeff1c1en% for an elevation of 10 m, and

and U are the total and alongshore components of
w1nd speeé %easured by the sled anemometer, with
atmospheric stability conversion to z = 10 m., During the
SUPERDUCK experiment, Sethu Raman et al. (1987) calculated
wind stress (tN) by the eddy correlation method using a
three-component Gill anemometer, The wind speed measure-
ments were acquired for zp = 18.7 m at the seaward end of
the FRF pier. This Tlocation was outside the surf zone and
approximately 400 m from the sled transect area. Relative
humidity, air, and sea surface temperature were also
measured at the seaward end of the FRF pier. Atmospheric
friction velocity (u«) and the Monin-Obukhov length (L)
were assumed spatially constant over both the surf zone and
the end of the FRF pier. Onshore winds and unstable
atmospheric conditions were predominant during the sled
transect. A stability-dependent drag coefficient for the
end of the FRF pier at a height of 10 m was calculated
using:

Usx = (Tn/pa)l/z (5)
zm 10 %n

Ugg = Ugm - 2 [n ™ * ¥m() - ¥m(—)] (6)

Ca10 = T™/[pa(U1p-Ug)21 (7)

where « = 0.4 is von Karman' s constant, ¥, is an integral
diabatic term for momentum, is the mean current (assumed
negligible at the end of the QRF pier), and L is determined
from the Businger et al. (1971) 1terat1ve approach. The
increased surface roughness of a surf zone may be conserva-
tively likened to the chaotic seas observed in advance of a
cold front. Swell generated behind the cold front can tra-
vel through the front and interact with waves generated
ahead of the front and propagating parallel to the front.
This tinteraction results in a chaotic sea of larger,
steeper waves and enhanced wave breaking. From a composite
of wind stress measurements taken from multiple chaotic sea
cases found in advance of storm fronts, the atmospheric
drag coefficient was found to be increased by approximately
33% over that expected for non-chaotic seas of equal
windspeed (Davidson et al., 1988a, 1988b). Atmospheric drag
coefficients for the surf zone are therefore increased by
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33% over that determined for the end of the FRF pier. Surf
zone surface wind stress is then calculated from egn. (4)
and (6), where the Cqjg and Ujg are for the sled location.
The substitution of ﬂ 0-Ug for Ujqg in egn. (4) for the

surf zone surface wind stress made negligible difference.

d. Bottom shear stress - Bottom {or bed) shear stress
is determined as the residual in egn. (1). A bed shear
stress coefficient (Cf) is then determined from:

C = <) /Le(uz + v2) /2] ()

4, Sled Operation

The sled was deployed in an area of straight-and-par-
allel isobaths. The sled was towed offshore by the FRF's
CRAB and dragged onshore with a tethered chain by a heavy-
duty forklift. The sled's position and orientation were
determined from laser surveys acquired at the beginning and
end of each data run, with additional positioning surveys
acquired during the run itself. Prior to sled deployment,
a portable Zeiss laser ranging system was used to precisely
determine the sled instruments' three-dimensional coordi-
nates with respect to the sled prisms' three-dimensional
coordinates. Laser surveys of the sled mast prisms during
sled deployment provided precise location, sled pitch
angle, and sled yaw angle to correct the sensor data with
respect to the local horizontal and vertical. A mean
bathymetric isobath orientation is determined by applying a
least-squares regression fit to the bathymetric data. The
sensors are then oriented with respect to this mean
bathymetric isobath to determine cross-shore and longshore
currents. Breaking waves were visually identified and
electronically marked on the data tapes. The analog data
were PCM encoded at the sled, telemetered ashore, decoded,
and recorded on 9-track magnetic tape. The data were
digitized at 8 Hz, demeaned and spectrally analyzed using
Fast Fourier Transforms and ensemble averaging.

5. Data Analysis

Since Syy is conserved outside the surf zone, any
Sy (f) difference between the current meters measured. out-
s1ée the surf zone is assumed to be attributable to incor-
rect current meter alignment with respect to each other and
the sled. Therefore, the rear current meter was numeri-
cally rotated until its Syx(f) coincided with the front
current meter Sy, (f). This 2.86° rotation was assumed to
account for the“alignment error and was fixed for the
remaining data runs inside the surf zone.

Current meter calibration was conducted in flow tanks
by different Taboratories before and after the experiment.
Current meter gain agreed within 3% and current meter
offset differred by only 0.01 - 0.04 ms-1.

Homogeneity of surf zone currents is investigated by
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overlaying the bathymetry contours on both the mean current
vectors determined at each sled run position and the mean
current vectors determined from the fixed-bed current
meters of an alongshore array (Figure 1). All current vec-
tors have the same general direction and magnitude relative
to their cross-shore position. No evidence of rip currents
were seen visually during the sled transect nor are rip
currents detected in Figure 1. Homogeneity of the surf
zone current regime is therefore assumed for 16 October,

Stationarity is investigated by examination of SyxT
calculated from measurements outside the surf zone acquired
from a fixed-~bed pressure and velocity sensor designated
'south tripod.' Sequential 34,1-minute spectra -are calcu-
lated and resultant SyxT versus time are compared to the
sled run transect times (Figure 2). In shallow water,
Sxy.= eh covyy. Ninety-five percent confidence limits for
Syx! in Figure 2 are based on the Fisher-Z transformation
(Miller and Freund, 1985):

1 +r

_ 1
where the correlation coefficient (r) is

CovVyy (10)

Gy 9y

and gys oy are the standard deviations of u and v, and the
covariance is calculated by integrating the co-spectrum of
U, v. The Fisher-Z statistic is a value of a random vari-
able having approximately a normal distribution. Unfortu-
nately the ‘'south tripod' gage was not recording for the
entire time of the transect. Therefore, stationarity is
confirmed only for the first two runs of the transect and
is assumed for the last three runs.

Relative contributions of wave forcing (asyxT/ax),
wind forcing (t}), and temporal variability of mean
momentum (3My/3t) to the total momentum balance are deter-
mined by first defining their total contribution (TOT) as
the cumulative sum of their absolute values:

T n

T BMy

Bt

3Syx
9 X

N T0T = + +

(11)

Their individual relative contributions (rc) are then
determined by dividing by the total contribution:

3Syx T

9 X
TO0T

waver. = (12)
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windpe =19 | (13)
TOT
aM 1
y
My l 5T (14)
ot r¢ TOT

An error analysis was conducted to place error bounds
on the bed shear stress coefficients. Errors considered
were beach angle orientation error, measurement error,
finite differencing error, and an estimate of unquantified
errors.

6. Results

Measured data and calculated results for all five data
runs on 16 October are listed in Table 1. Three-dimensional
portrayal of the mean current structure across the bar is
illustrated in Figure 3. Current vectors represent 34,1-
minute means and the numbers label data run locations. The
short dotted lines above each run location indicate the
mean water level (MWL) for each run and the long dashed
line indicates mean sea level. The different arrowheads
represent the three different current meter heights above
the bed. Runs 16-4 and 16-5 had only two current meters
totally submerged due to their shallow locations. The
onset of breaking occurs between Runs 16-2 and 16-3,

Mean alongshore current [0{(1.0 ms-1)] dominates over
the mean cross-shore current [0{0.1 ms-1}]. Significant
spatial variability is observed across the bar with
strongest flow just before the bar and weakest flow in the
trough and outside the breaker zone., The spatial distribu-
tion of the longshore current is of the same order as that
found by Thornton and Guza (1986) for a planar beach, and
thus the bar appears not to exert any major perturbation
on the spatial variability of the flow from the trough to
offshore. No measurements were taken inside the foreshore
breakers where an additional peak (although of smaller
magnitude) in mean longshore current would be expected.

The substantial flow in the trough may be due to an along-
shore pressure gradient (which was not measured) or turbu-
lent mixing, since there was essentially no wave breaking
occurring inside the trough between Runs 16-5 and 16-6.

The current outside the breaker zone may be attributable to
turbulent mixing, O0Offshore flow near the bed is noted for
Runs 16-4 through 16-6. The vertical distribution of
alongshore and cross-shore velocities is compared to
normalized water depth (Figure 4). Current measurements
for a single run are connected, with the numbers indicating
the chronological run order (i.e., number 1 is run 16-2).
Nearly depth—uniform flow is seen for the mean alongshore
current, with a slight increase in velocity near the sur-
face, A logarithmic velocity profile between current meter
heights (0.5-1.5 m) was not found. However the data does
not preclude a logarithmic profile over a different height
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TABLE 1. Field experiment conditions on 16 October 1986

Data Runs

1. Start time 1272 1318 1406 1439 1536
(E.S.T)
2. h (m) 3.33 1.89 1.51 1.54 1.91
3. Hpps (m) 0.98 0.80 0.57 0.52 0.49
4. Hpe (m) from FRF 1.59 1.53 1.46 1.41 1.35
gage 630
5. la 19° 15° 12° 19° 10°
6. 20(%) 0 12 5 3 1
7. SyxT(Jm-2) 250.5 151.0  57.2  48.0  25.9
8. Uig (ms-1) 12.3 11.4 10.9 10.2 10.0
9. 3o 030° 027° 025° 026° 026°
10. 4c¢r 0.003  0.004 0.001 0.001 0.002
+0,0010 *0.0010 *0.0006 +0,0003 +0.0003
11. x-coord (m) 269.3 218.8 201.1 188.1 154.6
12. y-coord (m) 1157.4 1162.3 1165.2 1166.6 1170.4
13, cross-shore current (ms-1):
upper 0.09 0.12 -0.26 -0.25 -0.03
mid 0.04 0.10 0,03 -0.02 0.03
lower 0.08 0.09 0.12 0.05 0.08
14, Tlongshore current (ms-1):
upper -0.53 -1.09 -0.95 -0.91 -0.75
mid -0.44  -0.98 -1.21 -1,13 -0.64
Tower -0.44  -0.99 -1.16 -1.07 -0.60

15, relative contributions (%) to momentum balance

aSyxT/ax 87 95 77 70 81

n

T 8 3 19 18 2

a%y/at 4 2 3 12 17
16. C4q(10-3) 1.5 1.6 1.6 1.8 1.9

1. MWave incident angle relative to beach normal

2. Percent of waves which are breaking

3. MWind direction relative to true north

4, The C¢ value noted is for the distance between the run
indicated and the next run shoreward.

5. Peak frequency in both the n and Sy, spectra for all
runs was 0,19 Hz
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interval {e.g., 0.0-1.0 m). The mean cross-shore flow
exhibits a tendency for onshore flow in the upper third of
the water column and offshore flow in the lower third of
the water column.

The mean momentum due to the waves (My') was found to
be less than an order of magnitude of the mean momentum due
to the steady flow (My). Varying the time step for the
temporal term (as discussed in paragraph 3a) made negligi-
ble difference, therefore At was arbitrarily assigned as 64
seconds.,

Spatially-variable bed shear stress coefficients,
calculated for the distance between run positions, and the
percentage of waves which were breaking at each run posi-
tion are indicated above and below the bathymetric profile
in Figure 5. The bed shear stress coefficients are of
0(10-°) and are of the same order of magnitude as the
model-fitted Cf values determined by Thornton and Guza
(1986) using a non-linear formulation for bed shear stress.
Spatial variability is indicated with higher Cf values
offshore the bar and Tower Cf values immediately before and
on the bar. Grant et al. (1984) showed that Cf is
increased by a factor of 2-3 due to the combined effect of
waves and currents, therefore the shoreward decreasing Cs
may be attributed to the shoreward decreasing surface wave
action,

A surprising result was the low percentage of waves
which were visually identified and marked as breaking
waves, Visual identification of breaking was defined as
when "white water" was observed passing the sled mast. For
example, Run 16-3 was visually positioned in the surf zone
at the point of maximum breaking (i.e., where the breaking
wave heights were largest and therefore the maximum wave
dissipation was occurring), yet only 12% of the waves were
identified as breaking. Subsequent runs exhibited even
less breaking wave occurrences.

The relative contribution of the radiation stress
gradient to the momentum balance is observed to be highest
at the two locations of maximum wave breaking - just before
the bar (Run 16-3) and near the foreshore {Run 16-6).
Surface wind stress' relative contribution doubles to
nearly 20% in the trough, where wave breaking is reduced.
The relative contribution of the temporal term increases
shoreward from approximately 3% to a maximum of nearly 20%
in the trough, perhaps due to the effect of infra-gravity
waves and decreased wave breaking.

7. Summary

A local alongshore momentum balance is calculated from
measurements of pressure, current, and wind acquired during
a single transect of a barred beach during the SUPERDUCK
experiment. Large incident wave angles (10°-19°), combined
with a highly accurate laser surveying system, signifi-
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cantly reduced Syy angular sensitivity which had plagued
previous nearsho%e investigations and precluded accurate
Syx calculations. Surface wind stress is calculated using
a’stability-dependent atmospheric drag coefficient deter-
mined from wind stress measurements acquired during the
field experiment. A three-dimensional depiction of surf
zone currents indicates nearly depth-uniform mean along-
shore flow with a slight increase in alongshore flow near
the surface. Mean cross-shore flow indicates a tendency
for onshore flow in the upper water column with offshore
flow in the lower water column. Significant spatial
variability of the alongshore flow is observed with maximum
flow immediately offshore the bar. Spatial variability of
the bed shear stress coefficient is observed with larger
values offshore the bar (0.003-0.004) and lower values on
the bar and in the trough (0.001). Relative contributions
of wind forcing and the temporal term to the alongshore
momentum balance are less than 10% offshore of the bar,
where wave forcing was largest. However, relative contri-
butions of wind forcing and the temporal term both

approach 20% on the bar and in the trough. For this data
set, wind forcing and the temporal term were not negligible
terms in the momentum balance for locations on the bar and
in the trough.

The information presented is the result of a single
transect of the barred beach. A much more definitive
conclusion should be reached after analysis of the remain-
ing 8 transects of SUPERDUCK data.
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CHAPTER 6

NUMERICAL COMPARISON OF WAVE SYNTHESIS METHODS

M.D. Miles®! and E.R. Funke!

ABSTRACT

A numerical comparison study is carried out on a variety
of methods for synthesizing pseudo-random Gaussian wave
records for laboratory wave generation. Three nonharmonic
superposition methods and three time domain filtering
procedures are compared to a harmonic FFT technique. The
synthesis methods are evaluated on the basis of a statistical
analysis of 16 standard wave parameters obtained from a set
of 200 wave records. Second order group-bounded long wave
components are also investigated.

INTRODUCTION

Numerically synthesized wave records are commonly used to
drive wave machines in laboratory basins in order to produce
reasonably realistic simulations of the wind generated seas
found in nature. A variety of numerical technigues have been
used as described in Funke and Mansard (1987). These are all
based on the assumption that natural seas can be modelled as
a stationary, ergodic, Gaussian random process. Although this
assumption becomes questionable in extreme wave conditions,
linear synthesis methods have generally proven to be practi-
cal tools in many coastal and ocean engineering applications.
The relative advantages and limitations of various linear
simulation models are discussed in Medina et al. (1985).

Some methods are popular because they are believed to be
superior representations of a natural sea state due to their
ability to generate arbitrarily long non-repeating wave
records with continuous rather than discrete spectra. Others
are promoted on the basis of computational efficiency. FFT
techniques can efficiently handle a large number of freguen-
cies and are also very convenient for operations such as
phase propagation and transfer function compensation. A
potential disadvantage of the FFT approach is that it imposes
the restriction that all components must be harmonically
related. As a consequence, FFT wave records are always cyclic
in contrast to nonharmonic methods. Since any constraint in
a synthesis procedure may have an effect on the statistical

1 Hydraulics Laboratory, National Research Council,
Ottawa, Ont., Canada, K1A OR6
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properties of the wave records, it was decided to carry out
a numerical study to compare a standard FFT method with six
different nonharmonic wave synthesis procedures.

The synthesis methods were compared by performing a
statistical analysis of 16 basic wave parameters obtained
from frequency and time domain analysis of a set of wave
records generated by each method. Two different target
spectral density functions were used and 200 independent wave
records were computed for each wave spectrum and synthesis
method. In order to cover both broad and narrow spectra, a
Pierson-Moskowitz (PM) spectrum and a JONSWAP spectrum with
gamma = 7 were chosen as the two target spectral densities.
Each target spectrum had a peak frequency of 0.55 Hz which is
a typical frequency for model basin applications. The
synthesized wave records had a duration of 200 seconds (model
scale). The peak frequency and record length were chosen to
be compatible with a previous study comparing different FFT
synthesis methods (Mansard and Funke, 1986). At a scale of
1:36, the duration of the synthesized wave records cor-
responds to the 20 minute length which is typical of most
full scale wave records. Each wave record thus contained
approximately 100 wave cycles.

The synthesized wave records were analyzed for the follow-
ing parameters:

(1) FPD = peak frequency by the Delft method.

(2) QP = Goda peakedness factor.

(3) HMO = estimate of significant wave height = 4/m,.
(4) m, = first spectral moment.

(5) m, = second spectral moment.

(6) my = third spectral moment.

(7) H13D = zero downcrossing significant wave height.
(8) HMAXD = maximum zero downcrossing wave height.

(9) HMAXD/H13D ratio of maximum and significant zero
downcrossing wave heights.

average steepness of the significant waves.

average crest front steepness of the
significant waves.

(12) MYH[HSIG] = average horizontal asymmetry factor of the
significant waves.

average run length of a group for waves
greater than the average wave height.

(10) SZ[HSIG]
(11) SCF[HSIG]

[

(13) RL[HAV]

(14) TRN[HAV] = average length of a total run for waves
greater than the average wave height.

(15) RL[HSIG] = average run length of a group for the
significant waves.

(16) TRN[HSIG] = average length of a total run for the

significant waves.

Parameters 1-12 are defined in the "List of Sea State
Parameters" published by the IAHR Working Group on Wave
Generation and Analysis in January, 1986. The run length
parameters (13-16) are defined in Goda (1976).

In order to give particular attention to the possibility
that nonharmonic simulations may be necessary in order to
correctly represent the long wave content, a shallow water
depth of 0.5 m was assumed for which the theoretical group-
bounded long wave components were calculated using the
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distribution. Method M2 thus has deterministic amplitude
combined with random freguency and phase.

Method M3:

The third nonharmonic superposition technique was the
random amplitude and frequency method. This is essentially a
modified version of the Random Fourier Coefficient FFT
technique with randomized instead of harmonic frequencies.
The freguency range is first partitioned into N intervals of
constant width. A final set of N frequencies is then obtained
by selecting one freguency at random from a uniform distribu-
tion over each interval. This method thus has random ampli-
tude, frequency and phase.

Method M4:

The fourth nonharmonic method was the filtering of pseudo-
random Gaussian white noise in the time domain using a linear
nonrecursive filter. This method has the advantage that
filters can be designed very quickly to match any desired
target spectrum. It is necessary to use rather long filters
in order to obtain a close fit to the target spectrum,
however. Consequently, this method is not computationally
efficient for generating large numbers of wave records.

The average measured spectra for the 200 wave records
synthesized by this method are shown in Figure 3. It can be
seen that a very close match was obtained for both target
spectra. However, this required fairly long filters with 300
points for the PM spectrum and 1000 points for the JONSWAP.

—— RAW OUTPUT SIGNAL

AVERAGE MEASURED SPECTRUM OF 200 RECORDS 0.08

- SIGNAL AFTER 3 He
LOW-PASS FILTER

00z

PIRRSON-MOSKOFITZ

ae 57
300-POINT FILTER s s

1000- FOINT FILTER
o 603
—— - AYEBAGE NEASURED

SPECTRUM
sif)

TARCET SPECTRUM

00015

tm e

Wave Elevation (m)

Time (seconds)

Fig.3 Average Spectra of Fig.4 Typical Method M5
Method M4 Records Wave Record

Method M5:

The fifth nonharmonic technigue used was the filtered
binary noise method which is also known as the Wallingford
method (Fryer et al., 1973). This method is based on a
digital pseudo-random binary noise generator which is
implemented by means of a 65-bit shift register. The desired
spectral shape is obtained by using a digital filter which
computes a welghted sum of pairs of bits from the shift
register. Although the shift register contains binary noise,
the output signal is approximately Gaussian because of the

summation process of the digital filter. This method is
normally implemented in hardware but it was simulated in
software for the present study. Figure 4 shows the raw

output signal and the signal after low-pass filtering.
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The average measured spectra for the 200 wave records
generated by this method are shown in Figure 5. An excellent
fit is obtained for the PM case but the peak of the average
measured JONSWAP spectrum is somewhat lower and wider than
the target. This is probably due to the fact that only 16
digital filter components are available to define the main
part of the spectrum which is somewhat marginal for this
narrow-band situation.

AVERAGE MEASURED SPECTRUM OF 200 RECORDS AVERAGE MEASURED SPECTRUM OF 200 RECORDS

0.02 0.0z

JONSWAP 1 GaMMA = 7} JONSNAP { GAMMA = 7)
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SPECTEVM

s(1)

TARGRT SPECTRUM 0.0

—— TARCKT SFECTEUM

0.0015

(mYue

0.0
0o 1.0 2.0
Frequeney (Hz)

Fig.5 Average Spectra of Fig.6 Average Spectra of
Method M5 Records Method M6 Records

Method Mé:

The sixth nonharmonic method investigated was the Autore-
gressive Moving Average or ARMA filter method. In this
technique, Gaussian white noise is filtered in the time
domain using an ARMA filter whose coefficients are selected
to obtain the desired target spectrum. The use of ARMA
filters for wave synthesis is discussed in Samii and Vandiver
(1984) and Medina et al. (1985). ARMA filters are the most
general class of linear digital filters. Their main disad-
vantage is that they are rather difficult to design for any
given spectral shape. Once the ARMA coefficients have been
determined, however, they are much more efficient than the
nonrecursive filters used in method M4 because the number of
terms required is much smaller.

A good fit to the PM spectrum was obtained with an
ARMA (15,15) filter but it was necessary to use an ARMA(21,21)
filter to fit the JONSWAP spectrum. The average measured
spectra for this method are shown in Figure 6. The PM fit is
excellent. The JONSWAP fit is also very good although the
peak of the average measured spectrum is slightly lower than
the target.

Method M7:

There are two basic FFT methods which are commonly used
for wave synthesis. These are the Random Phase (RP) method
and the Random Fourier Coefficient (RFC) method (Funke and
Mansard, 1987). The RP method is spectrally deterministic
whereas the RFC method is not. It was decided to use the RFC
method for this study so that the statistical variability of
the synthesized wave records would be commensurate with that
of natural wave records of similar duration.

2048 frequency components were used with a frequency
spacing of 0.005 Hz for the 200-second records. This resulted
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in 4096-point wave records with At = 0.0488 seconds. The 400-
second records for the long wave investigation were synthe-
sized with Af = 0.0025 Hz and At = 0.0977 seconds.

WAVE PARAMETER STATISTICS

Each set of 200 wave records synthesized by a particular
method for a given target spectrum was analyzed in order to
obtain values for the wave parameters defined previously.
This resulted in a set of 200 independent samples for each
parameter. A basic statistical analysis was then carried out
on each set of parameter values in order to compare the
performance of the different synthesis methods.

The resulting wave parameter statistics are plotted for
comparison in Figures 7 and 8 for the PM and JONSWAP spectra
respectively. The 90% confidence intervals have been calcu-
lated on the basis of a Gaussian distribution. The results of
a Chi-squared goodness-of-fit test indicate that most of the
paramaters do have Gaussian distributions. HMAXD, HMAXD/H13D
and the four run length parameters were found to be non-
Gaussian, however. Consequently, the confidence intervals
for these parameters must be considered as rough estimates
only.

The filtered Gaussian white noise methods M4 and Mé do not
impose any constraints on the basic assumption that the sea
can be modelled as a stationary Gaussian process. Consequent-
ly, these methods would be expected to generate the most
realistic wave records. Method M4 was selected as the primary
benchmark against which the other methods were evaluated,
because the nonrecursive filters were able to match the

target spectra with greater precision than the ARMA filters
used in method M6.

It can be seen from Figures 7 and 8 that there is generally
good agreement on the mean values of the wave parameters
obtained by the various synthesis methods. One exception is
the third spectral moment where method M1 is biased slightly
high and method M5 is biased slightly low. This occurs for
both the PM and JONSWAP spectra and is probably caused by a
lack of frequency density in the high frequency tail. The
mean value of HMAXD 1is also slightly lower for method M5
compared to the other methods.

There are considerable differences in the standard devia-
tions of certain parameters. Since methods M1 and M2 are
spectrally deterministic, it is not surprising that the
standard deviations of the spectral parameters and H13D are
much smaller for these methods. The standard deviations of
the wave steepness parameters are also somewhat smaller, but
the variability of the other time domain parameters is not
strongly influenced by the fact that methods M1 and M2 are
spectrally deterministic.

one interes®ing feature of the results is that method M3
has substantially larger standard deviations than the other
methods for all of the spectral parameters and also for H13D,
SZ and SCF. This effect is most noticeable in QP for the PM
spectrum where the mean is also biased high. Since method M3
is simply a randomized frequency version of the FFT method,
it was suspected that this effect might be caused by an
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insufficient number of frequencies. A second set of wave
records was therefore generated by method M3 with the number
of frequencies increased from 200 to 600, This resulted in
standard deviations which were similar to the other synthesis
methods. For example, the mean value of QP was reduced from
2.53 to 2.24 and the standard deviation was reduced from
0.320 to 0.226 for the PM spectrum case.

Comparing the results of methods M4 and M7 in particular,
it can be seen that there is very good agreement in both mean
values and standard deviations for all wave parameters
tested. The differences are generally small and well within
the 90% confidence intervals in most cases. Although the
standard deviation of HMAXD for method M7 is slightly smaller
than that for method M4, the difference is probably not large
enough to be significant. It must also be noted that the
confidence intervals shown may not be very accurate since
HMAXD is non-Gaussian.
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The results of the statistical analysis of the 4 long wave
parameters are shown in Figure 9. Methods M1 and M2 have
smaller variability than the others for both the standard
deviation and the maximum elevation of the group bounded long
wave component. Method M3 has larger variability than the
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other methods for these parameters. In all cases, however,
there is very good agreement between methods M7 and M4 for
the mean values and standard deviations of the long wave
parameters.

FFT APPROXIMATIONS OF NONHARMONIC WAVE RECORDS

A separate part of this study was to determine how well an
FFT synthesized wave record could approximate typical wave
records generated by the nonharmonic methods. It is well
known that any continuous waveform of finite duration can be
represented exactly by a Fourier series expansion. This
result has limited practical value, however, since an
infinite number of components with infinite bandwidth are
required. Furthermore, Fourier representations are always
cyclic whereas nonharmonic wave records are not. Consequent-
ly, Fourier representations of such records must generally
cope with an implicit discontinuity. A further constraint
imposed by most FFT algorithms is that the number of points
in the Fourier time series must be an integer power of 2.

In order to deal with these problems, an iterative proce-
dure was developed which can generate a very accurate FFT
approximation to any arbitrary discrete time series of M
points. The FFT approximation has N points where N is an
integer power of 2 which is less than 2M. The original M-
point time series is first resampled at N points by simple
linear interpolation. An initial set of Fourier coefficients
is obtained by an FFT transform. These coefficients are then
multiplied by Lanczos smoothing factors in order to minimize
any Gibbs phenomenon oscillations associated with the
implicit discontinuity in the original record. The initial
FFT approximation is then obtained by an inverse FFT.

0.1 FFT FIT WITH LANCZ0S SMOOTHING FACTORS

N

RAY FFT FIT

WAVE ELEVATION ( m )

0O NON-HARMONIC WAVEFORM ( GODA'S METHOD )
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——— FINAL APPROXIMATION ( 4 ITERATIONS )

1 | 1 — 1 I
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@ L

Fig. 10 FFT Approximations to a Method M2 Record
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The initial FFT approximation is then resampled back to the
original M time points by linear interpolation and subtracted
from the original record to obtain a residual M~point record.
The entire process is then applied to the residual record and
repeated for 3 or 4 iterations until the amplitude of the
residual record becomes sufficiently small.

An example of this procedure is shown in Figure 10 for the
case of a nonharmonic wave record synthesized by method M2
(Goda's method). The lower pair of curves shows the result
obtained without including the Lanczos smoothing factors. The
Gibbs oscillations are quite evident. It can be seen from the
upper pair of curves that the Lanczos factors do an excellent
job of suppressing these oscillations and the final FFT
representation is a very good approximation of the original
nonharmonic wave record. The only noticeable difference is
a small negative peak at the beginning caused by the cyclic
property of the FFT. Such effects are very localized,
however, and a very close fit is obtained over the main part
of the record. It should also be noted that this example was
selected with a large discontinuity to emphasize this aspect
whereas records are normally selected on zero crossing
boundaries to minimize these effects. Three more FFT approx-
imations of nonharmonic wave records are plotted in Fiqure
11. These results clearly demonstrate that the use of an FFT
synthesis technique does not impose any significant con-
straints on the types of waveforms which can be represented.

0.1 O METHOD M4 WAVEFORM — FFT APPROXIMATION
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Fig.1l FFT Representation of 3 Nonharmonic Records.
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DISCUSSION AND CONCLUSIONS

Methods M4 - M7 all produced very similar standard devia-
tions for the wave parameters tested. As expected, methods M1
and M2 produced smaller standard deviations for the spectral
parameters since they are spectrally deterministic in
contrast to the other methods. Method M3 generally gave
larger wave parameter variability than the other methods when
200 frequencies were used but the variability was similar to
the other methods when the number of fregquencies was in-
creased to 600.

The nonrecursive filtered white noise method M4 should
produce the most realistic wave records because it imposes no
constraints on the basic assumption of a stationary Gaussian
process and it provides a closer spectral fit than the ARMA
filter method. There are no significant differences in either
the mean values or the standard deviations of the wave
parameters produced by the FFT method M7 and those produced
by method M4. It is therefore concluded that the use of FFT
synthesis methods does produce realistic Gaussian wave
records provided that the maximum number of frequencies is
used for the required record length. In other words, the FFT
wave records will be realistic if Af = 1/(record length) so
that the wave records are never actually recycled.

The nonharmonic superposition methods can generate very
long non-repetitive wave records with a relatively small
number of frequencies compared to FFT techniques. However,
the results from method M3 demonstrate that the use of
nonharmonic frequencies cannot compensate for a lack of
frequency density. The number of nonharmonic frequencies
over the main spectral band must be at least as large as
those in an FFT representation in order to obtain correct
short-term variability of certain wave parameters.

It has been shown that any discrete time domain wave record
generated by a nonharmonic synthesis method can be approxi-
mated by an equivalent FFT time series with no significant
residual error. Thus, the use of an FFT representation per se
does not impose any practical limitations on the types of
waveforms which can be produced. It is sometimes claimed that
filtered noise methods are superior to FFT techniques because
they have continuous rather than discrete spectra. An FFT
approximation to a filtered white noise record will have
Gaussian Fourier coefficients so this is simply an alternate
implementation of the RFC method. Since the time domain wave
records are virtually identical, a finite length record
generated by a filtered noise method cannot be considered to
have a more continuous spectrum than a record of the same
length generated by the RFC FFT technique.

In summary, all of the synthesis methods investigated can
be used in principle to generate realistic Gaussian wave
records but spectrally nondeterministic procedures are
necessary for correct short term variability. The choice of
a method is thus largely a matter of computational efficiency
and convenience. The ARMA filter and FFT methods were found
to be 20 to 30 times faster than the nonharmonic super-
position methods. The ARMA filter technique 1is slightly
faster than the FFT but the design of ARMA filters is
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somewhat difficult and time consuming. In most applications,
the convenience of FFT techniques will usually outweigh the
marginal speed benefit of the ARMA filter approach.
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CHAPTER 7

ON THE TRANSFORMATION OF WAVE STATISTICS DUE TO SHOALING

E.P.D. Mansard?, E.R. Funke!, J.S. Readshaw’ & R.K. Girard'
ABSTRACT

The results of a 1:40 scale physical medel investigation
into the shoaling process are described. The model simulated
a nearly constant slope of 1:40 with wave measurements made
at a depth of approximately 25 and 9 m. Two hundred indi-
vidual tests were undertaken, with four offshore significant
wave heights as the only test variant. The results indicate
that the most severe nearshore wave conditions do not occur
with the worst offshore conditions. There is evidence of a
significant increase in low frequency wave energy in the
nearshore zone.

INTRODUCTION

For the laboratory design of coastal structures in depth-
limited situations, it is customary to simulate a pre-
specified sea state in the offshore region of a model and let
the shoaling take its natural course on a bathymetry similar
to that found in nature. The final design of the structure
is then related to that offshore sea state and its probabili-
ty of occurrence. Coastal engineers usually design their
structures to withstand 1 in 100 year storm conditions.

The transformation of wave statistics due to shoaling has
been an active field of research for a number of years.
However, the complex physics of this phenomenon is not
thoroughly understood. An extensive series of model investi-
gations were carried out recently, for the purpose of gaining
a better understanding of this phenomenon. This study
included only one bathymetry and only one offshore water
depth. Only one spectral shape with only one peak fregquency
was used. Waves were only recorded at two locations. In
this sense, the investigation was simply a case study.

This research was motivated by the discovery of certain un-
explained inconsistencies during a commercial model stgdy.
It was therefore undertaken to obtain a better insight into

1 Hydraulics Laboratory, National Research Council
Ottawa, Ont., Canada, K1A OR6

2 §.F. Baird Associates Ltd., 38 Antares Drive,
Ottawa, Ont, Canada, K2E 7V2

106



WAVE STATISTICS TRANSFORMATION 107

the shoaling phenomenon and to quantify the wave parameter
statistics that may result from shoaling. Some of the results
have previously been reported by Readshaw et al (1987).
Further results are presented here. Therefore, this paper
complements the information contained in Readshaw et al
(1987) and is intended to provide the basis for further
comprehensive research.

The model investigation has shown that, for a given offshore
sea state described solely by the variance spectral density,
the severity of the nearshore wave climate can be grossly
misjudged. Although this research has led to several useful
conclusions, which are stated below, it must be expected that
other test conditions for wave period, water depth, bathyme-
try and perhaps wave direction may lead to different results
than those reported here. Nevertheless, it is believed that
the conditions for this investigation are typical and the
results will give a general indication of what may be
expected for other situations.

EXPERTMENTAL SET-UP AND TEST WAVE CONDITIONS

Figure 1 shows a sketch of the experimental set-up. Waves
were allowed to shoal from a depth of approximately 25.2 m
(full scale units) to a depth of 8.6 m, where a breakwater
was to be constructed. For convenience, the deeper region
will be referred to here as the offshore zone and the other
as the nearshore zone. The bathymetry that was used in this
study had a nearly constant slope of approximately 1:40.
This corresponded to the conditions in nature after which the
study was modelled. The scale factor of the model was 1:40.

Waves were generated from numerically synthesized data
derived from a JONSWAP spectral density with a peak period of
16.6 s and a vy value of 3.3. The method of wave synthesis
was the "Random Complex Spectrum" method® described by Funke
& Mansard (1984). This method of synthesis creates wave
trains from a Gaussian distributed white noise complex
spectrum which is filtered by the specified target spectrum.
It is known that it produces wave trains which mimic the
variability of the natural sea state. Fifty different time
series of 20 minute duration (full scale) were synthesized
from a common JONSWAP target spectrum. Each of these was
rescaled in four different ways, creating therefore four
different sets of wave generator command signals, one for
each offshore significant wave height of 4.8 m, 6.3 m, 7.8 m
and 9.3 m. The rescaling was adjusted for each individual
wave record to ensure that the desired variance was achieved
near the wave board. As a result, 200 command signals were
synthesized originating from a common spectral shape with
common peak frequency, but differing only in their variance.
Bach set contained therefore 50 time series which were
identical to those in the other sets in every respect except
the amplitude scale. This is an important point, because the
only parameter which was varied for the purpose of this study
was the offshore significant wave height H,.

3 Miles and Funke (1988) refer to this method as the "Random
Fourier Coefficient” method. A description of its statistical
characteristics is also provided in their publication.
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ANALYSIS OF WAVE DATA

All wave data was subjected to spectral density and zero-
crossing analysis. From the spectral density the following
parameters were obtained:

f,, - the peak frequency according to the Delft method (IAHR
List of Sea State Parameters, 1986). It was computed
as the centroid of the part of the spectrum which is
delimited by its first and its last crossing of a
threshold that is 80% of the spectral peak value.

H,, - the estimate of the significant wave height which was
computed as 4./m,, where m, was obtained by integration
of the spectral density from 0 < f < 0.5 Hz. This
corresponded, in this case, to an upper limit of 8.5f
and was for all practical purposes an upper limit of
infinity. For reasons to be explained later, this
parameter was also evaluated for the integration limits
of 0,03 < £ < 0.5 and 0.03 < £ < 0.15 Hz.

m, » - the variance of the long waves which was computed by
numerical integration of the spectral density from
0 < f < 0.03 Hz. This corresponded, in this case, to
an upper limit of 0.5f,.

From zero crossing analysis the following parameters were
obtained:

H,,; - the significant wave height, computed as the average
of the highest one-third of all zero down and zero up-
crossing waves.

H,,;, - the average one-tenth of all wave heights from zero
down and zero up-crossing analysis.

H,,5 - the average one-twentieth of all wave heights from zero
down and zero up-crossing analysis.

H,, - the larger of the maximum zero up- or down-crossing
wave.

Spys.a the average steepness of the significant waves. This
is the average of the ratios of wave heights and wave
lengths for those waves which belong to the highest
one-third of all zero dowh-crossing waves.

RESULTS AND DISCUSSION

The results presented here correspond to waves measured at
the two locations shown in the Figure 1. Four pairs of
example wave records, as measured by the two probes, are
shown in Figure 2. It will be noticed that the offshore wave
record is given below the corresponding nearshore wave record
for each of the four sighificant wave heights given in this
example. Closer comparison between the four offshore wave
records will reveal that they originate from the same time
history which was scaled to yield the desired wave heights
H,=4.8, 6.3, 7.8 and 9.3 m. Evidently, for the higher wave
heights, the offshore wave crests become more accentuated and
some distortions occur because of breaking. Nevertheless,
except for scaling, the inputs to the four tests were the
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HYPOTHET;CAK
R
BREAKWATE — WAVE ACTIVITY 14 8.6m WAVE ACTIVITY IN 25.2m ™\

/ \,

FIGURE 1
DEFINITION SKETCH OF THE EXPERIMENTAL SET-UP

same and hence this figure illustrates the influence of just
the variance of the offshore wave acitivity on the trans-
formation of wave profiles from deep to shallow water.

The nearshore wave records in Figure 2 were synchronized to
the offshore wave trains. The arrows in the wave records
point approximately to corresponding points in the two recor-
dings, making allowance for the propagation delay. From
observations during the tests, it was apparent that the wave
trains on the left hand side of the figure describe the
shoaling situation before breaking in the nearshore zone,
whereas the right hand wave records illustrate the nearshore
post-breaking state.

Figure 2 shows, as one would expect, that the nearshore wave
profiles have sharper crests and flatter troughs when
compared to the nearly sinusoidal profiles in deep water.
Even for the lowest significant wave height, it is difficult
to identify a similarity between the nearshore and the
corresponding offshore wave record. However, with some
stretch of the imagination, one can see a correspondence
between wave groups. But, for the largest significant wave
height, all meaningful relationship seems to have vanished.
It can be speculated that, as the variance of the offshore
sea state increases, the individual nearshore wave profiles
steepen up much more gquickly during shoaling and become
unstable. This results then in the breaking of waves and
their subsequent reconstitution before they reach the
hypothetical breakwater site.

Another interesting observation is the skewness of waves in
the nearshore zone. This is more pronounced for large off-
shore wave heights. It is speculated that this is the result
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of an interaction between the shoaling waves and the return
currents from the beach.

The spectral densities of the eight wave trains in Figure 2
are shown in Figure 3 with each corresponding pair of spectra
for a nearshore and an offshore case superimposed on the same
graph. From this it can be seen that, in spite of a sub-
stantial increase in the variance of the offshore sea state,
there is not an equivalent increase in the variance in the
nearshore sea state, evidently because of energy loss due to
breaking. On the other hand, as a result of shoaling, the
nearshore spectra indicate a significant increase in the
variance for the low fregquency range (i.e 0<f<0.03Hz). It
can also be noted, that the peak frequencies of the nearshore
spectra tend to be lower than those of the offshore spectra.
This frequency shift can be partly attributed to possible
transfer of energy from high to low frequencies during the
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breaking process. In general, the nearshore spectra are much
broader than their offshore origins.

Figure 4 shows the results of the analysis for the offshore
significant wave height of 9.8 m. The time series given in
this figure, are the various wave parameters from the fifty
offshore and nearshore wave records placed in sequential
order.

It can be seen from this figure, that there is no sig-
nificant correlation between offshore and nearshore wave
parameters. Except for the peak frequency and the long wave
energy, the variability of wave parameters is approximately
the same. It is also evident that there is generally a
significant increase in long wave energy as a result of
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shoaling. Although the command signals to the wave machine
were rescaled to eliminate the variability of the offshore
significant wave height, it is apparent that at the probe
location 11 m from the wave board some variability has re-
established itself. This is partly due to breaking and non-
linear effects.

NON-LINEARITIES

The Laplace equation with proper boundary conditions is most
often used for describing waves. Solutions of this equation
can be obtained by the perturbation technigque and waves are
therefore of infinite order. However, for most practical
applications, the first order solution to this equation is
found to be quite satisfactory. But in shallow water, where
the boundary conditions are principally non-linear, this
equation would have to be solved to a higher order and,
during this, two important phenomena will appear. These are
the bounded sub- and the super-harmonics (Mansard et al
1988). The wave components resulting from these non-lineari-
ties travel with velocities bound to their fundamentals,
while other components satisfy the linear dispersion rela-
tion. Barthel et al(1983) and Sand & Mansard(1986) show that
classical first order wave generation theory does not
properly satisfy the boundary conditions needed for the
correct reproduction of these waves and therefore some
spurious components of similar frequencies will appear in the
simulations. This theory can be used to estimate the
frequencies and their amplitudes as a consequence of shallow
water boundary conditions, and permits therefore the predic-
tion of spectral distortions.

Figure 5 shows two arbitrarily selected sample spectra
measured by the first probe when using the target spectrum
with a significant wave height H, = 7.8 m. On the left hand
side of this figure, a comparison is shown between the
expected spectral density for this particular realization and
the one which was actually measured. The expected spectral
density corresponds here to the one synthesized by the random
complex spectrum, which is of course based on linear super-
position of frequency components. It can be seen from this
figure, that the measured energy content in the two frequency
ranges of 0 < £ < 0.03 Hz and 0.1 < £ < 0.5 Hz are distinct-
ly higher than expected. However, by applying second order
wave and wave generation theory to the prediction of the wave
spectra at this site, the agreement with the measured spectra
is much improved as is shown on the right side of Figure 5.

RELATIONSHIP BETWEEN OFFSHORE AND NEARSHORE WAVE PARAMETERS

Examples of the relationship between offshore and nearshore
wave heights are 1lllustrated in Figures 6 and 7 for the four
different offshore wave height parameters. In these illustra-
tions a nearshore wave height parameter is plotted against
the same offshore parameter.

In order to reduce the variability of wave height estimates
as computed from 20 minute long records, the data were also
analyzed by joining them first into blocks of 3 and 6 to give
1 and 2 hour averages of wave parameters. Figures 6 and 7
provide therefore the results for each of four different wave
height parameters, calculated for three different averages.
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As one would expect, it can be seen from these results that
the variability does decrease with increasing record lengths.
The 2 hour averages illustrate quite clearly the general
trend in the shoaling process. It will be seen that the
nearshore wave heights do not increase with increasing
offshore wave height. There is also an indication that for
three of these parameters there is a slight reverse trend in
as much as the nearshore wave height seems to decrease for
very large offshore wave helghts.

Figure 8 presents the data in a different mode. Following a
statistical analysis of nearshore wave height parameters
obtained from 20 min records, the extrema, the average as
well as the average +1 and ~1 standard deviation were plotted
against the offshore significant wave height H,. This was
also done for the variance of the long waves and the steep-
ness of the significant waves.

RELATIONSHIP BETWEEN FREQUENCY AND TIME DOMAIN ESTIMATION OF
SIGNIFICANT WAVE HEIGHT

In deep water, the significant wave heights derived either
by zero crossing analysis or by spectral density analysis are
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proportional to each other. This is because deep water waves
are, for all practical purposes, Gaussian in character.
However, in the nearshore zone, this assumption is not valiad
and the estimation formula for the significant wave height,
Hy; ~ 4- Jmo no longer applies. There is also a real difficul-
ty in deciding over what band of frequencies the spectral
moment m, should be evaluated, because the nearshore spectrum
contains significant energy below and above the original
first order spectrum.

The left side of Figure 9 gives the average over 50 wave
records of the ratio between the two nearshore significant
wave heights, one as computed from zero crossing and the
other as estimated from spectral analysis. For the latter,
the variance of the nearshore sea state was computed with
three different bandwidths, i.e.:

- 0 < £ < 0.5 Hz, which for all practical purposes, covers
the range from 0 to «,

- 0.03 < £ < 0.5 Hz, which excludes the long wave frequency
range, and

- 0.03 < £ < 0.15 Hz, which represents the typical first
order frequencies contained between 0.5f, < £ < 2.5f.

The reasons for choosing these integration limits are as
follows. Waverider buoys cannot give outputs for wave
periods 1longer than 30 seconds. Therefore, wave data
recorded by them do not contain meaningful energy in the low
frequency band. Furthermore, because of communication
interference, it is generally presumed that spectral energy
beyond £ > 2.5f, must be considered background noise. By
applying the same limits to this data collected in the
laboratory, which are usually imposed implicitly or ex-
plicitly on natural wave data, Figure 9 may serve a useful
purpose in the interpretation of some wave spectra recorded
in nature.

The right hand side of Figure 9 gives the shoaling coeffi-

cient as a function of the offshore wave height. This
coefficient is computed as the ratio of the average nearshore
to the average offshore wave height. Once again, various

estimates of the significant wave height are displayed. 1In
case of the significant wave height estimated from spectral
integration, this is done with the three different cut-off
frequencies.

CONCIUSTIONS AND RECOMMENDATIONS

For the conditions which prevailed during the test series,
the study concluded that:

- The significant wave height in the nearshore zone derived
from zero-crOSSing analysis is generally larger than the
nearshore significant wave height estimated from the zeroth
spectral moment function (see also Thompson & Vincent 1985).
This is apparent from Figure 9.

- A particular nearshore wave height can be realized by a wide
range of offshore sea states. This information is contained
in Figure 8.

- It is possible for the nearshore zero-crossing significant
wave height to be larger than the offshore significant wave
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height. This is the case here for the group of offshore
wave heights of 4.8 m, as shown in Figure 9.

- On the average, it may be predicted that the worst nearshore
wave conditions may not be produced by the worst offshore
sea states. The offshore wave conditions of moderate wave
height may lead to the worst nearshore significant wave
heights. 1In this case the worst conditions arise probably
at an offshore wave height of 7.8 m (c.f. Figures 6 and 7).

- As a result of the shoaling process, there is a significant
increase of long wave energy in the nearshore zone. Figures
3 and 8 attest to this.

- The nearshore spectra tend to have a larger peak period than
the corresponding offshore spectra. Otherwise, there is no
simple relationship between offshore and nearshore peak
periods. This is indicated in Figure 3.

The results presented so far illustrate the fact that for
a given offshore sea state a large combination of nearshore
sea states, some severe and some less severe, can be ob-
tained. This is a consequence of statistical variability,
and it implies that in every model study of depth limited
situations one cannot be absolutely sure that the worst
nearshore wave conditions have been simulated for a specified
offshore sea state. One obvious solution to this problem is
to simulate very long wave records in physical model studies.
However, this may become expensive and time consuming since
design optimization of a given structure usually requires
many repetitions of the same test conditions in order to
optimize several design parameters.

To overcome this difficulty, the technique currently used at
the Hydraulics Laboratory of the NRCC, consists of first
determining experimentally the worst nearshore wave climate
by testing a large number of time domain realizations for
each offshore sea state. This can be done by building a
structure, say a preliminary design of a breakwater, at the
projected site and then by identifying which of the time
domain realizations results in the maximum number of breaking
waves impacting on the structure. If this approach is not
practical, the various nearshore wave records obtained during
the preliminary tests can be subjected to fregquency and time
domain analyses. For example, at the NRCC Hydraulics
Laboratory the following nearshore wave parameters are
computed: -

- the estimate of the significant wave height, H,,

- the variance of long waves, m; .,

- the zero crossing significant wave height, H,,,

- the average of the highest 1/10th zero crossing waves,
Hyjio0

- tﬁe average crest front steepness of the significant
waves, Sy,;, and

- the Groupiness factor value, GF.

Those offshore time series which give consistently the worst
nearshore wave conditions for most of these six parameters
are then selected as being the most suitable for the design
study.

None of the above techniques are entirely satisfactory
because the decisions made during this approach are very
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subjective and are often based on intuition. It is specu-
lated that there is no single wave parameter, but rather a
combination of several parameters which may form a relevant
criterion in the selection process. Furthermore, every
structure 1s different and may therefore require different
criteria for testing.
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Evidently, the best approach is to strive towards a better
understanding of the relevance of various wave parameters,
such as grouping, crest front steepness etc., to the stabili-
ty of a structure and to establish their relationship to the
offshore sea state through a better understanding of the
shoaling mechanism. However, because of the complexity of
the problem, a major research effort with international
cooperation will undoubtedly be required.

Last, but not least, it should be apparent from information
contained in Figure 8, that the distribution functions for
the probability of occurrence of offshore wave parameters
require a transformation in order to estimate from them the
return period of a nearshore design wave. It can be seen, for
example, that a nearshore significant wave height of, say,
6.5 m can be produced by all offshore sea states with
significant wave heights equal to or greater than 6.3 m.
This fact alone places a nhew perspective on the design of
coastal structures.
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CHAPTER 8

WAVE FIELD BEHIND THE PERMEABLE DETACHED BREAKWATER

. 2
Shan-Hwei Ou‘I Shiaw-Yih Tzang2 and, Tai-Wen Hsu

ABSTRACT

Based on the concept of linear superposition, the model
for combined wave refraction and diffraction developed by
Liu et al. is extended to the situation of permeable deach-
ed breakwaters in a slowly varying water depth. Two cases
are investigated which include a semi-infinite permeable
breakwater and a single permeable breakwater. Laboratory
results with a particular transmission coefficient in a
wave basin are used to compare with the theoretical results.

Fair agreements are found.

1. INTRODUCTION

The use of detached breakwaters as a countermeasure
against beach erosion is ever increasinsy in the past. In
practice, most of the breakwaters are constructed with the
armor units so that waves can transmit through the
breakwaters. The wave field behind permeable detached break-
waters has not yet been fully understood because of the com-
plicated phenomena induced by the breakwater and the bottom
topography.

Hotta (1978) proposed a wave superposition model around
the permeable breakwaters due to the wave diffraction. The
cases studied by Hotta are in a constant water depth with

normal incident waves. Due to the fact that the water depth
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, Rep. of China.

2. Graduate Student, ditto.

121



122 COASTAL ENGINEERING — 1988

is changing in the field, the wave diffraction must be
calculated under the consideration of wave refraction. The
purpose of this study is to attempt to clarify the wave
height distribution behind permeable detached breakwaters in
a slowly varying water depth with obliquely incident water
waves.

The applicability of linear superposition of combined
refraction-diffraction wave field proposed by Liu, Lozano
and Pantazaras (1979)épas been verified by Ou and Tzang
(1986) for impermeable detached breakwaters. This paper uses
the same approach for the study of wave height distribution
behind permeable breakwaters. Numerical examples are given
and a series of experiments are conducted in a wave basin

to compare the results.

2. REFRACTION-DIFFRACTION EQUATIONS

The wave patterns near a detached breakwater have been
studied in the past decade by the combined effects of refrac-
tion due to slowly varying water depth and diffraction by
the breakwater. Much progress have been achieved in both
extending the applicability of the theoretical framework and
saving the computer time and storage in numerical scheme (
Liu and Mei, 1976; Liu et al. 1979; Tsay and Liu, 1982;
Isobe, 1986). In this section we briefly summarize the com-
bined refraction-diffraction equations developed by Liu
et al. (19279) and Liu (1982) for the impermeable detached
breakwater. These equations will be used in the following
section for the derivation of wave superposition behind

permeable detached breakwater,

shoreline Y z
, ) V y
=N J\

¥
detached breokwaterl

* (a) (b}

Fig. 1 Definition sketch and coordinate system
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Considering small amplitude incident waves with the
incident wave amplitude a,, and the radian frequency @ and
the angle of incidence #, as shown in the coordinate system
of Fig. 1, the leading order asymptotic solutions for the
free surface displacement 5 and the velocity potentialsﬁcan

be expressed as follows:

(X, ¥, D=7A (G@ e S +G@de Jeim e s
_ lgﬂ(XaYat) COSh k(Z+h) ceenen
P(X,y,t)=~— p= cosh kh @
where

=" exp (—iz.4)
¢
G(C):\[ €2 dg eeeeereeerrree ceenees ceen(3)

and A(x) represents the shoaling and refraction factor as

expressed by Nielsen (1982) in explicit form as

y—o.2

h h
A= 2,/ 008 By (1= 22 (1= 232 sin 6,705 (2
L, L, L

zh
exp(zL

) .................................. P (4)

o

G (¢ ) can be written in terms of the well known Fresnel

integrals as
1 A |
G(LH)=( %)1/2 { (3+C(C2)]+1 E;-FS(C )7} PNG)
where
¢% cosz
C(z)y=—— j‘ Tz dr
sint

1 @
S(Cz)—_;@;T J; .;77; e U~ R TR R NG

The arguments of the function G( €) in Eg. (1) are defined

as

@M*=R-S,@*=R-S teevereernrrenensrnrnenararnsans eee(7)

where S, §, R are the phase functions of the incident waves,
the reflected waves and the radiated waves generated by an
oscillatory point source at the tip of the breakwater, res-

pectively. The value of () is negative inside the shadow
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region and is positive elsewhere. On the other hand, @ is
positive in the reflection region and is negative elsewhere.

The phase functions are expressed as follows:

S:-j k cos@ dx+4 Koy  cereeeermnnn cerseeaes veraeenaes (8)
1]
§: j. k cosé@ dX+K0Y ........ e teaseraeneescatatatenntans 9)
0
R:_.j k cosé@ dX+KtY ..... teasnseas sessssesasa sesenes ....(10)
1]
with
K, =k sinf =k, sin@, secereeeenens e eeaeeaes -1
K. =k sinf =k, sinf, = cecoeeeeens Crereariieeaaieies vereees @)

where k: and @, are the wave number and the initial angle of
incidence of a radiated wave ray at the tip of the breakwa-

ter, respectively.

3. WAVE SUPERPOSITION

Based on the concepts of Hotta (1978), the wave height
distributions behind permeable detached breakwater in a
slowly varying water depth are established by extending the
solutions developed by Liu et al. (1979). Substituting Eq.
(5) into Eg. (1), the free surface displacement » can be
expressed as follow:

AX) . 1 1
7p = T3 e““z“’”{[(;-I—cl)-f—i(?-f—sl)]eis

1 1 <
+[(5‘+02)+i (?-f-sz)jeis} ceerrees e 3)

where ¢, , $; and C;, S; are the Fresnel integrals for the
incident waves and reflected waves, respectively. The sub-
script D refers to diffraction.

For brevity, the basic assumptions for this paper is
the same as Ou and Tzang (1986). According to the definition
of@@ and @E , and from Egs. (5) and (6), we define (+{ ) for

clarity as follow:
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A Semi-~infinite Permeable Detached Breakwater

According to Hotta's (1978) concepts, the waves behind

permeable breakwater consist of two main parts: diffracted

1 o . K vedy .
((5-CHiG-8))e [(53C+I(545) e
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Fig. 2 Refraction-Diffraction function for a semi-

infinite permeable breakwater

waves from impermeable breakwater and transmitted wave
through permeable breakwater. As shown in Fig. 2, a per-
meable breakwater is placed parallel to the shoreline from
y=0 to y=-oc . Waves in region A (incident region) and
region B (diffraction region) are assumed to be the super-
position of diffracted waves (Fig.2-(1)) and transmitted
waves (Fig. 2-(2)). The free surface displacement in region

A is
7 =7 ARG @) e*+G(—~@)e'S Jetor
+ay A (G(—@)eS+G(—@)e's Je o teeernennlis)

where @ is the transmission coefficient of permeable break-

water. From Eds. (3), (5) and. (14), we have

1 -
v:r—ﬁrA(X)|[LA(X,y)|e i(wttn/a) B PSRN @16)

where D,a (X,V) is the refraction-diffraction function and
subscript A refers to region A. Hence, D;ja(X,¥) in its

final form is:

1
D,A<x,y)={t%3+( 1~a>cljcoss—[—“2t3+<1—a)
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1
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Similarly, we can derive D,(X,y¥) in region B in the
same manner (see Tzang (1986) for details). Taking a egual
to zero, the final equations agree with the solutions for a

impermeable breakwater.

A Single Permeable Detached Breakwater

For a single impermeable detached breakwater, Ou and
Tzang (1986) has developed a solution for the wave height
distribution. When the breakwateris permeable, the waves
behind the breakwater are assumed to be the superposition of
the waves arising from an impermealbe breakwater and the
waves multiplied by a passing through a gap as described by
Ou and Tzang (1986), as shown in Fig. 3. The free surface

displacement based on the above assumption is as
N = 7 + a e essresesesaiiseniiiciiaiiioianie, ....(]8)

The subscript s denotes a single impermeable detached break-
water, g denotes a single gap in a long breakwater.

Now we should consider the coordinate system first. The
origin of the coordinate is located at the center of the

breakwater. As described in the last section, we have
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- 1_;3-'_( 1—a)S;, ) Sin(Sr——ﬂ—H-[ 1ta
——(l-'—a)Cz,]COS(S “‘—_) [l—t'_—a“‘(l‘l"a)szr]

sin(gr—% )-I-[T—( 1—a)C,: ]} cos(Sz—Z)



PERMEABLE DETACHED BREAKWATER 127

14a
2

1ta
2
—(1+a)C2,]cos(§,—§)~[%~(l+a)szz]

— <1—a>sujsin<‘s‘,—§>+t

sin S —2)-ay7 cos so}+i{t¥+<1—a>c,,3

sin(s,—§)+[ %‘—’Jr( 1—a)s,,jcos(s,—§)

1+a
2

1+ .
+1 = 14+a)Cy Jsin (5, =2+
—(1+a)SerCOS(§,—%)+E %-(1—0[)
C.:) sin(S,—%)—f-[l%*( 1—a)S;.)

cos (Sl——;r—)+[1——2tg—( 1+a)C,. ) sin(§,~~Z—)

+ 2 (14038, cos (B, — )= /2 sinS,} ()

\ L e .
(=G +i( =826 ((—;—-c.. >+v(—;~s“>)="""' E(;I*'CMH'(%*S-- y1e T
! ol ey afete i ke
S e P B S P L S At B
ol T no-e . -
FCCpra+iCHs 0 1 IS RIS S PR HG RO Gms2eE
: Lo ke '
S L L S S e R P FOOmCu b1 et
(1}
p T Yy
1 ] i g
FECHCLO+I (oS 3™ AL i S45, 3 )" a1y i (A 3 10t
i P e i :
AP SRS PO S I S Py B M P
1 1
L TS SRS U PG (8, )8 AL (245, ) a0
1 ] 3 i f
S TR R el FEL=C i (=8 Jeh e B N S RS L
o el L arben o /T ,
:
7 -y
B C A
1]
Dse e Dic e Dia
(3 1 y
x

Fig. 3 Refraction-Diffraction function for a single
detached permeable breakwater

where the subscripts r and /¢ denote the effects of the tip
located on the right hand side and left hand side of the
origion, respectively. Subscript o denotes the case without
the appearance of the breakwater. Similarly, we can also

derive D,(X,y) in region B (diffraction region) and in region
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C (incident region) in a similar manner (see Tzang (1986)
for details). Taking & egual to zero, the final equations
also agree with the solutions developed by Ou and Tzang(1986

Jfor a single impermeable detached breakwater.

4. NUMERICAL RESULTS

In this section simple numerical results are given.
Computations for different values of transmission coefficient
are given.

shoreline

350m ! hEX/80

S
detached breckwater

x

(b)

60° {a)
Fig. 4 Definition sketch for the detached breakwater

As shown in Fig. 4, the geometry chosen is as follows.
The beach has a uniform slope 1/50 in the x direction. The
water depth of the location of breakwater is fixed at hR=7m.
The semi-infinite permeable breakwater is placed from y=0 to
y=-co , The length of the single permeable detached break-
water is LB=700m; the wave period T=10 sec arrives with a
60° inclination. Diagrams with @ =0, 0.3, 0.5 along two
different cross sections (h=5m and h=3m) are given. The
treatment of the phase function R are described by Ou and
Tzang (1986). The mesh size in the section is 10m.

In Fig. 5, since the semi-infinite breakwater is perme-
able, the normalized wave height distributions on diffraction
region are no more smoothly decreasing away from the tip. The
wave height distributions oscillate with the same phase and
the mean wave height increases as @& varies from 0 to 0.5.

On the contrary, the distributions become more smooth as &
increases on incident region. In Fig. 6, for a single perme-
able detached breakwater, waves behind the breakwater are
affected by waves diffracted from the two tips of the break-
water and by waves transmitted through the permeable break-

water. On diffraction region, the wave height distributions
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oscillate more regularly but with bigger amplitude when
breakwater is permeable. In incident region, the maximum

wave height somewhat decreases as @ increases, but the wave
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height distributions oscillate without the tendency of at-
tenuation. This is more obvious on the downwave side than on
the upwave side. From the numerijical results above, it is seen
that as the transmission coefficient @ increases, the tran-
smitted waves through the permeable breakwater play a more

important role in the wave field behind breakwaters.

5. LABORATORY EXPERIMENTS.

To verify the solutions for waves behind permeable
breakwaters, a series of careful experiments are performed
in a wave basin (16mX 12m). The detail discussion of the
laboratory experiments is given by Tzang (1986). A brief
summary of the experimental setup is given herein.

As shown in Fig. 7, a plane beach with 1/20 slope is
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installed in otherwise constant water depth of 0.4m. The per-
meable detached breakwater, made of plywood and lumber filled
with armor units, as shown in Fig. 8, has a length of 3m for
single detached breakwater. Waves are generated by a 9m long
flap-type wave maker, which is mobile for changing the direc-
tion of wave propagation. Four wave gauges were used to me-
asure the wave height. One is used for the incident wave in-
formation in constant water depth. The others are used for
the diffracted wave amplitude behind the breakwater. The sec-
tions chosen are located at 0.5, 1.0, 1.5, 2.0 m from the
breakwater (h = 15, 12.5, 10, 7.5 cm, respectively). All 4
gauges were recorded simultaneously along one section, and
then to other section. The distance among the three gauges
was 25cm. The transmission coefficient @ of the permeable
breakwater is tested preliminarily in a wave tank. The wave
tank is lined up by guidewalls with 3m width in the wave
basin. For the incident wave height H0=3cm and wave period
T=1 sec, the experimented value of & equals 0.3. The test

conditions are given in Table 1.
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Table 1. List of Tests Conditions

0 BREAKWATER
a (deg.) BREAKWATER TYPE LENGTH T(sec) HO(Cm)
(m)
1.0
semi~infinite 0.8
0° 1.0
a single detached 3 0.8
0.3 1.0 3
semi-infinite 0.8
30° 1.0
a single detached 3 0.8

Experimental data, obtained by Tzang (1986), behind per-
meable breakwater for T=1.0 sec only are replotted here in
Fig. 9 to Fig. 12. In each figure the distributions of wave
height are shown for four sections, h=15, 12.5, 10, 7.5cm.
Theoretical curves are also included for comparison. In Fig.
9 and Fig. 10 the wave height distribution on diffraction
region of semi-infinite permeable breakwater are not attenua-
ting but oscillating. On incident region, the theory usually
underpredicts the experimental data. The agreement between
theoretical solutions for @= 0.3 and experimental data in
Fig. 10 is reasonably good. But the scattering of the experi-
mental data in Fig., 9 is rather significant. This could be
caused by the reflection from the breakwater. In Fig, 11 and
Fig. 12 the overall agreements between theoretical solutions
and experimental data are guite good except on the incident
region far from the origin. This could be partially in-
fluenced by the boundaries of the wave basin and partially
attributted to the existence of circulations of current (Liu
and Mei, 1976). Also, wave reflected from the breakwater
will influence the incident waves so as to cause the scat-
tering of the experimental data. This is more obviously for
normal incidence ( #,=0°) than for oblique incidence ( f,=
30°).

6. CONCLUSIONS
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By employing Hotta's (1978) concepts and extending the
asymptotic solutions developed by Liu et al. (1979), we have
obtained a simple description of wave height distributions
behind permeable detached breakwaters. It is seen that the
transmission coefficient @ , the wave period T, and the in-
cident angle are all contributed to the wave height varia-
tion. Large values of the transmission coefficienta will in-
crease the the mean wave height distribution on diffraction
region but will not change its pahse. It is also shown that,
for a larger value of @, the transmitted waves play a more
important role than the diffracted waves. The solutions
developed in this paper have been reasonably verified by
laboratory experiments except on the incident region far

from the origin.
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CHAPTER 9

INCOMING AND OUTGOING WAVE INTERACTIONS ON BEACHES
Rao V.S.N.Tatavarti*, David A.Huntleyf, and Anthony J.Bowen*

A technique to decompose colocated random field measurements of wave elevation and
current velocity into incoming (shoreward propagating) and outgoing (seaward propagating)
components is presented. This decomposition technique, which is less sensitive to noise,
enables us to determine the frequency dependent reflection coefficients and also the relative
phase between the incoming and outgoing waves. The method is applied to C?S? and
NSTS data sets, from beaches with wide ranging characteristics and wave regimes. The
results demonstrate the selective nature of beach absorption/reflection characteristics but
are inconclusive in terms of a proper parameterization of reflections on natural beaches.

Introduction

Since the pioneering work of Miche (1951) coastal engineers have generally relied on
empirical formulations to determine the reflectivity of a nearshore structure or a natural
beach. These formulations, being based on monochromatic wave theories for planar beaches,
were primarily designed to yield bulk reflection coefficients. In reality, however, we are faced
with a spectrum of incident waves and complicated beach topographies, thus questioning
the validity of bulk reflection coefficients. According to Miche’s theory the reflected wave
height is determined by the maximum wave steepness possible for a non breaking wave on a
beach of linear slope. Therefore Miche’s hypothesis suggests that there is a f~? dependence
of the reflection coeflicient R, for monochromatic waves, where f is the wave frequency. This
strong frequency dependence suggests that the use of a single bulk reflection coefficient for a
spectrum of incident waves will be unsatisfactory. Carrier and Greenspan (1958) suggested
that very small reflection coefficients are characteristic of natural beaches for waves of all
but the very smallest amplitudes and that standing waves play no important role on such
beaches. On the contrary there is ample evidence that standing waves are important on
natural beaches (Suhayda,1974; Huntley, 1976; Holman, 1981; Guza and Thornton, 1982;
Wright et al., 1982; Bowen and Huntley, 1984; Elgar and Guza,1985) and that steeper
beaches are reflective (Wright and Short, 1984).

As beaches have been used in hydraulic laboratories for over a century, it is but natural
to focus atttention on the laboratory investigations for more information on wave reflections.
However, it is surprising to note that these investigations are ambiguous due to a lack
of consensus in defining the critical parameters affecting the determination of reflection
coefficient, leading to differences in results (Battjes, 1974; Guza and Bowen, 1976) and
confusion in understanding the physics. This confusion reflects the difficulty in obtaining
reliable measurements of the wave reflections. Moreover there is an additional difficulty of
extending these results obtained on the basis of monochromatic wave theories to a spectrum
of incident waves naturally found on beaches.

Field investigations of low frequency waves have yielded equally confusing results.
Munk (1949) and Tucker (1950) implied that there is a small nonlinear long wave cor-
rection under shoreward propagating wave groups and a larger seaward propagating low

* Dept. of Oceanography, Dalhousie University, Halifax B3H 4J1, Canada.
1 Institute of Marine Studies, Plymouth Polytechnic, Drake Circus, Plymouth PL4 8AA,
U.K.
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frequency wave released at breakpoint. In contradiction, Hasselman et al. (1963) pre-
sented evidence that shoreward propagating nonlinearly forced motion is larger than the
seaward propagating component. Suhayda (1974) however, suggested that the incoming
and outgoing components are of roughly equal magnitudes indicating that the concept of
standing waves is important. The foregoing demonstrates the need to decompose random
wave observations into incoming and outgoing components not only to understand clearly
the nearshore wave dynamics and resulting sediment transport process but also to quantify
the frequency dependent reflection coefficients.

The more recent studies on wave reflections utilize various analytical techniques to
resolve a composite wave field into incident and reflected waves using measurements from
wave sensors at adjacent locations (Thornton and Calhoun, 1972; Goda and Suzuki, 1976;
Isobe and Kondo, 1984; Kim, 1985; Mansard and Funke, 1987).

The technique which is currently used by hydraulic laboratories for separating the
incident and reflected spectra from the measured standing wave system in a laboratory
is that of Goda and Suzuki (1976). The basic assumptions in this technique are that
an irregular sea state can be described as a linear superposition of an infinite number of
discrete frequency components, each with their own frequency, amplitude and phase, and
that each frequency component travels with its own individual celerity described by the
linear dispersion relationship. The technique consists of simultaneous measurements of the
composite waves (superposition of incident and reflected) at two or three known positions in
a line parallel to the direction of wave propagation. Fourier analysis of these measurements
then provides the amplitudes and phases of the frequency components constituting the
irregular sea state, on the basis of which the incident and reflected components can be
resolved.

Although the technique is applicable to both regular and irregular trains of waves, the
resolution into incident and reflected components is effective only outside the condition of
the wave sensor spacing being an even integer of half wave length. In other words the
resolution technique is strongly affected by the location of the sensors and the spacing
between them. Also any nonlinear wave interaction affects the accuracy of the resolution
technique.

Isobe and Koudo (1984) utilize the maximum likelihood method to measure the di-
rectional wave spectrum in a reflective system and determine the reflection coefficient of a
structure in a directional sea. As tlie resolution power of the maximum likelihood method
for a directional wave spectrum depends ou the number and arrangement of wave sensors,
this methodology cannot be applied where sufficient number of sensors are not deployed
and also where the optimal arrangement of sensors is not made. A more serious limitation
is the inaccuracy in computing reflectivities due to changing wave conditions with wave
frequency and the wave direction.

Kim (1985) attempted to estimate the reflection coeflicient of a natural beach by com-
puting a cross correlation function for a wave field consisting of incoming and outgoing
waves and comparing it with observed spatial correlation functions. The shallow water
wave orbital velocities measured at two locations by current meters can be expressed as a
combination of incoming and outgoing components. By analytically deriving an expression
for the cross correlation function between the two measurements from the expressions for
the combined wave fields at two locations, Kim suggests that cross correlation peaks appear
at time lags associated with incoming and outgoing waves. Kim’s study provides evidence
for the existence of standing waves and seagoing waves at the expected time lags and allows
a rough estimation of the relative magnitudes of incident and reflected waves. However, the
major disadvantage of using the cross correlation function is that no frequency information
can be obtained.
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The most recent study on the problem of determining the reflection characteristics
of test structures in laboratories was carried out independently by nine laboratories of
the IAHR working group (Mansard and Funke, 1987). As the principle used to compute
reflection coefficients is based essentially on Goda and Suzuki’s theory, there are limitations
in obtaining the true reflections. Mansard and Funke (1987), comparing results from various
laboratory experiments under similar conditions using the same techniques, conclude that
the estimated reflective properties of impervious sloped beaches vary appreciably between
different laboratories.

The usual way of addressing the problem of wave reflection from beaches seems in-
evitably to imply perfect reflection, a direct consequence of the assumed form of the offshore
wave field and the conservation of mechanical energy (Carrier and Greenspan, 1958; Meyer
and Taylor, 1972). Energy considerations show that wave absorption must be associated
with the degradation of mechanical energy through wave breaking. However, in practice it
is not possible to make a direct determination of the energy absorption, so this has to be
inferred from observations of the wave field. Also there are no rigorous theoretical models
to describe the physics of wave breaking on beaches and it is customary to treat breaking
as a specific event for each identifiable wave (some recent exceptions to this line of thought
are Guza and Thornton, 1982; Symonds et al., 1982, where random waves are considered).
Hence we focussed our attention on field measurements in attempting to decompose a ran-
dom wave field into incoming and outgoing components. Tatavarti and Huntley (1987) and
Tatavarti (1987) demonstrate a number of different techniques attempted in order to com-
pute frequency dependent reflections from field measurements and also highlight various
advantages and limitations associated with each technique.

Over the past twenty years there has been a very significant increase in the number
of field measurements of wave elevations and currents in the nearshore region. It has
become customary in recent years to deploy colocated elevation and current meters in the
field. Therefore, we decided to estimate frequency dependent reflections utilizing colocated
elevation and current measurements.

Data For Analysis

Data collected as part of the C2S2 program on two maritime Canadian beaches at Pointe
Sapiu, New Brunswick, Stanhope Lane, P.E.IL; and NSTS data from Leadbetter beach
at Santa Barbara, California (U.S.A) have been used to test the theoretical formulation.
Measurements of the flow field were made using colocated Marsh- McBirney electromagnetic
current meters and pressure transducers. Each current meter, measuring the two orthogonal
axes of the flow with a response time of 0.2 secs, was aligned to measure the onshore/offshore
and the alongshore components of the flow. The pressure transducers were designed to
measure the wave elevation. The field environments comprise plane and barred beaches
with wide ranging wave conditions (Table 1). Pointe Sapin (PS62) beach has a mild slope
with a steep foreshore. Stanhope Lane (ST12) is a barred beach. Leadbetter (LB7, LB3)
beach has a relatively steep slope (Fig.1).

Prior to the decomposition, corrections were made for the filter characteristics of the
current meter electronics, the curreut meter axes have been aligned towards the predominant
wave direction and the time series Fourier decomposed into frequency components and each
Fourier amplitude multiplied by (tanhkh/w) factor, where k is the wave number, h the
water depth and w the radian frequency. The resulting Fourier amplitudes and the Fourier
decomposed phases have been inverse Fourier transformed into the time domain. The output
time series of the current measurements (%) now have units of meters, consistent with the
the units of elevation measurements.
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TABLE 1

Run/Beach Offshore  Depth Beach H,(m) Ty(secs) (v)%/{u)? Beach

Dist. from (m) slope Profile

Shoreline (m)
PS562 58.0 1.95 0.05 0.90 8.4 0.034  concave
(Pointe Sapin)
ST12 175.0 1.8 0.02*  0.87 5.6 0.323 Barred
(Stanhope)
LB7 20.5 1.8 0.064 0.67 15.6 0.048 planar
(Leadbetter)
LB3 50.0 3.0 0.064 0.64 15.6 0.055 planar
(Leadbetter)

*approximate slope
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Figure 1. Beach profiles and relative locations of the instrument stations for (a) Leadbet-
ter, California (U.S.A), (b) Poiute Sapin, New Brunswick (Canada) and (c)
Stanhope Lane, P.E.IL, (Canada).

Incoming and Outgoing Waves: Time Domain Analysis

Utilizing the linear wave thoery, the velocity potential ®;, of near normal incidence
shallow water waves may be expressed as a linear superposition of incoming(shoreward
propagating) and outgoing waves(seaward propagating) over a flat bottom as follows,
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b, = %[a sin(kz — wt + ¢;) + bsin(kz + wt + ¢,)] (1)

where a and b are the amplitudes associated with incoming and outgoing waves respectively,
¢; and ¢, are the relative phases of incoming and outgoing waves respectively,
z is the cross shore coordinate, positive onshore.

If we transform the cross shore velocity (u = %9-) into elevation (7= —g~? %m) using
linear wave theory, then we can express the sum and difference series of elevation and the

transformed velocity as incoming and outgoing components,

(n+4)
B

= acos(kz — wit + ¢;) @

(n—a)

5 = b cos(kz + wi + ¢o) (3)

where 4 is the transformed .
Defining the ratio of the amplitude of the outgoing wave to that of the incoming wave as
the reflection coefficient R we have

[<(7]—f¢)2>]% @

<(n+a)? >

where < > denotes ensemble averaging. Thus, after obtaining the incoming and outgoing
wave series the frequency dependent reflection coefficient can be determined using standard
spectral techniques.

Guza et al. (1984) have shown that colocated elevation and current meters can be
used to decompose measured waves into incoming and outgoing components based on the
aforementioned theory. However, there is an important problem associated with this method
of estimating the frequency dependent reflection coefficient. A close examination of the
coherence estimates of 77 and « time series and the estimated frequency dependent reflection
coefficient plots (Fig.2a and 2b) of the Stanhope Lane data set shows that the reflection plot
is almost a mirror image of the coherence plot. At low coherences the reflection coefficient
tends to unity. Clearly, if 7 and u are incoherent, their sum and difference time series, as in
equations (2) and (3), will have the same variance so that the apparent reflection coefficient
will tend to 1.0. Therefore there is a need to reduce the noise dependence of the reflection
coefficient estimates. This led us to search for alternate techniques to decompose the field
measurements into incoming and outgoing components.

Incoming and Qutgoing Waves: Frequency Domain Analysis

Studies by Oppenheim and Lim (1981) have focussed on the importance of phase in
signals. The phase between two signals, computed using the cross spectrum, is only related
to the coherent part of the two series and hence should be independent of noise. So spectral
phase information obtained from the 5 and » measurements may be used to obtain incoming
and outgoing components and hence determine the frequency dependent reflection coeffi-
cients. As discussed in Tatavarti and Huntley (1987) this would require modelling waves
over complex topographies naturally occuring on beaches. This is a significant complica-
tion. However, in principle one can avoid the necessity for modelling waves over complex
topography by calculating, from the time series of 77 and u at a single location, the gain
between the two series in addition to the phase.
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Let us now express the time series of colocated measurements of wave elevation and
on-offshore current velocity in terms of a modulation function and a carrier function.

n(e,1) = R {A(y)e™*} (%)

i(z,t) = R {B(y)eiwr+oon)} ©)

where 7(z,t), is the time series measurement of elevation (m) at an offshore location z,
from shoreline.

4(z,t), is the time series measurement of the on-offshore velocity at an offshore location
z, from the shoreline, normalized such that it has the units of elevation (m).

A(%) and B(3), are the slowly varying amplitude modulation functions associated with
the time series of 7(z,t) and @(z,t) measurements, in which 4 is a function of beach slope,
local wave amplitude, wave number and wave frequency.

6(%) is the phase difference associated with the two time series measurements.

e, is the carrier wave in which w is the radian frequency.

In practice the ensemble averaging is often estimated by a frequency band averaging,
whose equivalence is supported by the ergodicity hypothesis. Therefore, from a spectral
perspective we can rewrite the variance of the incoming waves and the variance of the
outgoing waves respectively as per equations (2) and (3) as

Ein(w) = A2(w) 4+ B*(w) + 24(w) B(w) cos 8,4 (w) (M)

Epi(w) = A% (w) + B*(w) — 24(w)B(w) cos B,4(w) , (8)

where A and B are the average estimates of A and B over a realization (record length in
practice). Writing the gain function as G(w) = —g%, we express the frequency dependent
reflection coefficient R(w) as

_ [14 67) = 20(0) costoa(e)
RYw) = [1 + GE(w) + 2G(w) cos 9:12(“))}

Equation (9) therefore gives the frequency dependent reflection coefficient in terms of
the gain and the phase relationships between n and u measurements.

The phase between two signals, computed using the cross spectrum, is only related to
the coherent part of the two time series and hence should be independent of noise. Hence
the key to this method of estimating R(w) is to find an estimator for gain, G(w), which is
insensitive to noise in both n and u measurements.

Generally, in spectral analysis, the time series of one parameter is designated as a base
‘series and coherence and phase relationships are computed between this series and those of
other parameters. There are a number of problems associated with the use of base series. For
example, when different waves are present in the same frequency band, there is considerable
difficulty in interpreting the cross spectrum data as there is no way of determining how many
wave structures are present and what is the relative contribution of each wave type to the
variance spectra. Also the use of base series produces a bias in favour of the base series,
when computing wave amplitudes. I the coherence between various parameters and the
base series is not large, this can result in considerable distortion in the pattern of wave
amplitudes. Moreover this does not exploit the information contained in the cross spectra
between parameters other than the base series. In order to avoid these problems we resorted
to the complex eigenvector analysis suggested by Wallace and Dickinson (1972), where the
vector time series is expressed as a linear combination of eigenvectors of the cross spectrum

©)
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matrix for frequency bands of interest. To increase the statistical confidence in E.O.F.
analysis the colocated alongshore velocity (v) time series is also considered.

~ Employing complex empirical orthogonal function analysis to reduce noise sensitivity
it is possible to determine the reflection coefficients from a spectral perspective utilizing the
relation

1+ G?(w) — 2G(w) cos fya (W) *
14 G2(w) + 26G(w) cos by (w)

R(w) = (10)

where G’(w) is the gain function, the ratio of the amplitude of the principal mode of the
elevation to the amplitude of the principal mode of the on-offshore velocity at that frequency
éﬂa(w) is the phase difference between the principal modes of pressure and on-offshore
velocity.
Figure 2¢ shows the estimated (using equation 9) frequency depeundent reflection coefficients
for the Stanhope Lane data set. A comparison of Fig. 2b and Fig. 2c¢ demonstrates the
significance of estimating reflection coefficients by the frequency domain analysis as opposed
to that using the time domain analysis.

Determination Of The Phase Between Incoming and Outgoing Waves

Let us assume that the signal which a sensor measures at any time ¢, is a linear
superposition of incoming wave and outgoing wave signals. One can always represent the
incoming and outgoing wave signals as products of the modulation function and a carrier
function. As in the previous section, let us consider a harmonic carrier system (e*“?),

S(z,t) = R {AW)e™"'} = Ain(¥) coswt + Agu(¢h) cos(wit + ¢(4)) (11)

where §(z,1) is the signal the sensor measures at time ¢ and location z.

Ain(¢) and Ay (¢) are the slowly varying amplitude modulation functions associated
with incoming and outgoing wave signals, in which ¢ is a function of beach slope, wave
amplitude, wave number and wave frequency.

coswt is the carrier function for the incoming wave signal

cos(wt + @(3h)) is the carrier function for the outgoing wave signal

@(1)) is the phase difference associated with the incoming and outgoing wave signals.

Hence, colocated pressure(elevation) and on-offshore current velocity measurements
may be expressed as linear superpositions of incoming and outgoing signals,

n(z,t) = Aim(¥) coswt + R(¥)Ain(9) cos(wt + () (12)

@W(z,t) = Bin(¥) coswt — R() Bin(¥) cos(wi + ¢(1)) (13)

where A(¢) and B(%) are the slowly varying amplitudes associated with n(z,t) and @(z,1)
measurements

R(%) is the ratio of the outgoing to the incoming wave amplitudes, which can be
approximated by the average value of the reflection coefficient for a given realization, usually
the length of the record, estimated using equation (10)

Utilizing spectral techniques to compute Fourier coefficients, co spectrum, quadspec-
trum and phase spectrum the following expression for the phase associated with incoming
and outgoing components is obtained,

2G(w)

Tz(w) sin én,;(w) ‘ (14)

tan p(w) =
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Figure 2. (a) Cross spectral coherence between the wave elevation 5 and the on/offshore ve-
locity u for Stanhope Lane data (ST12). (b) Reflection coefficient as a function
of the frequency using time domain analysis and (¢) frequency domain analysis
for the same data.

Decomposition Of Random Waves Into Incoming and Outgoing Components

Once the magnitude of the reflection, R(w), and the phase associated with reflection,
¢(w), are computed it becomes trivial to decompose the random wave field into incoming

and outgoing components.
One can express the composite variance that any sensor measurement yields as

E(w) = AL(w) + RY(w) AL (@) + 24, (0) R(w) cos p(w) (15)
In other words, the composite variance is the summation of the incoming variance, the out-
going variance and twice the co spectrum of incoming and outgoing components. Therefore,
the incoming variance is given by
E(w) (16)
{1+ R*(w) 4+ 2R(w) cos ¢(w)}

and the outgoing variance is given by

Ein(w) =

E(w)
[ R 2(0) 4 281 () cos )] (7)

Eout (w) =



144 COASTAL ENGINEERING — 1988

If the measured auto-spectral phase of the elevation sensor (computed by spectral
analysis techniques) is denoted by 8y, then assuming that the measured phase is actually a
linear superposition of the incoming (¢,;) and the outgoing (¢,,) phases, it can be shown

that
e o) et [
$ni() = n(w) — ¢ 1[1+R(w)cos¢(w)] (18)
and
Pno(w) = $(w) + dyi(w) (19)

Using equations (16), (17), (18) and (19) and employing inverse Fourier transform tech-
niques the random series, i.e., the measured time series, can be decomposed into incoming
time series and outgoing time series as shown in Figure 3.
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Figure 3. Flow chart demonstrating the technique employed to decompose random waves
into incoming and outgoing components.

Observations and Discussion

Standing waves can either exist as leaky modes or trapped modes. Leaky modes are the
two dimensional waves with the fluid motion normal to the shore and uniform alongshore.
The trapped modes are the three dimensional edge waves trapped in the nearshore by re-
fraction and periodic alongshore, with both shore normal and shore parallel components.
The present technique of decomposition only considers the leaky waves. A review of the
pertinent literature points out the difficulties previous researchers (Huntley, 1976; Holman
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et al., 1978; Oltman-Shay and Guza, 1987) faced in distinguishing between the edge waves
and leaky waves, even with observations from cross shore and longshore arrays of instru-
ments located in the nearshore region. This is clearly indicative of how formidable, if not
intractable, the problem of distinguishing edge waves from leaky waves can be. Utilizing
the fact that the key distinction between edge waves and leaky waves lies in their directions
of progress, with edge waves propagating alongshore and leaky waves propagating primarily
on-offshore, the energy levels in the cross shore (u) and the alongshore (v) components of
velocity measurement should provide an indication of the presence or absence of edge waves.
The ratio of the energy in the v component to that of the ¥ component of the horizontal
velocity being larger in the presence of edge waves than in the presence of near normal inci-
dence leaky waves alone. The ratios of variances [< v? > / < u? >] in Table 1 suggest that
Pointe Sapin and Leadbetter beach data may not be seriously contaminated by edge wave
motions. For Stanhope Lane beach data, however, the ratio is indicative of a significant
contribution of energy from low mode edge waves.

Figure 4 shows the reflection coefficient estimates as functions of frequency for the
different beaches. The most prominent feature that stands out in Fig. 4 is that the low
frequency waves are strongly reflective while the wind wave frequencies are progressive
onshore. This is consistent with earlier studies by Suhayda (1974), Huntley (1976), Bowen
(1980), Holman (1981), Wright et al. (1982), Guza and Thornton (1982), Bowen and
Huntley (1984), and Elgar and Guza (1985); who suggested that low frequency energy
occurs in the form of cross shore leaky waves. The similar frequency dependent reflection
coefficient plots for the data from different locations on the Leadbetter beach suggests the
insignificart role of edge wave motions in these measurements and demonstrates the ability
of this technique to minimize the influence of noise.

Figure 5 shows the relative phase between incoming and outgoing waves as a function
of the frequency. For any incoming wave the outgoing wave can either be i) the reflected
component, ii) any wave generated by some mechanism (for example, Symonds et al., 1982)
inside the zone between the sensor and the shoreline or iii) a combination of both. The more
or less linear phase with frequency observed in Fig. 5 suggests that the outgoing waves are
mostly the reflected waves. The linear phase is also consistent with the nondispersive time
lag (cousidering only low frequencies) associated with a shoreline reflection for Pointe Sapin
and Leadbetter beaches. Stanhope Lane beach of course, being a barred beach, further
complicates the interpretation of the incoming/outgoing phase difference because of the
distinct possibility of multiple reflectors (Tatavarti, 1987).

Figure 6 shows the decomposed incoming and outgoing spectra agaiust the measured
elevation spectra. As one would expect a priori, the outgoing variance is significantly
smaller than the incoming variance, except in the low frequency region. It is clear that
the low frequency outgoing energy is statistically significant. This feature has also been
indicated in the frequency dependent reflection coefficient plots. Thus the primary region
of interest for decomposition seems to be the low frequency band of the wave spectra.

The ability to decompose the observed wave field into incoming and outgoing compo-
nents suggests that one can quantify the relative magnitudes of the incoming and outgoing
components and determine whether the outgoing long wave is a simple reflection of the
incoming long wave. Of future interest would be the question of the origin of the outgoing
long waves. If the outgoing long waves are simple reflections of the incoming long waves then
at what location on the beach are these waves being reflected? i.e., Is there any particular
region on the beach topography which effectively reflects the long waves?

Figure 7a shows the smoothed reflection coefficient as a function of the wave frequency
for data from different beaches (Pointe Sapin, Stanhope Lane, Leadbetter) and at different
locations on the same beach (Leadbetter). It is clear that the barred beach data set (ST12)
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Figure 4. Frequency dependent reflection coefficient estimates obtained using equation (14)
for (a) Pointe Sapin data set (PS562), (b) Stanhope lane data set (ST12), (c)
Leadbetter data sets (LB7) and (d) LB3.

shows remarkably different characteristics from the planar beaches suggesting the influence
of the beach slope on the reflection coefficient estimates. Figure 7b shows the reflection
coefficients for data from different beaches and at different locations as a function of the
Irribarren number (¢ = E%*;]“qj—ﬂ) From Fig. 7b it is evident that inclusion of the beach
slope did bring the reflection curve of ST12 data set towards the general trend shown by
the other data sets. However, the inclusion of the record average wave amplitude for a,, in
the case of Leadbetter data setshas not reduced the scatter in the curves. It is not clear
whether to use a frequency band averaged amplitude or a representative record averaged
amplitude for a, in the expression for ¢. A frequency band averaged amplitude would be
meaningless if the waves in that frequency band are breaking. This problem of extending
the monochromatic wave results to a spectrum of incident waves naturally found on beaches
is a general one for which no satisfactory solution exists.
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and (d) LB3.

00 02

Conclusions

i) Use of colocated velocity and elevation measurements avoids the resolution problem
associated with the more common method of spatially separated sensors.
ii) Our technique minimizes the influence of noise, which tends to drive the reflection
coefficient towards unity.
iii) The technique also gives the relative phase between incoming and outgoing waves and
leads to decomposition of the original time series into time series of incoming and

outgoing waves.
iv) Results from different beach sites and different wave conditions confirm that the re-
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flection coefficient is high at low frequencies but usually becomes very small at high
frequencies.

v) The shape of the frequency dependent reflection coeflicient appears to depend strongly
on the shoreface beach slope, but the influence of wave amplitude is less clear.



WAVE INTERACTIONS ON BEACHES 149

[a] o]

i0®
|
i
i
i
]

REFLECTION COEFF.
i
c]
REFLECTION (OEFF

+
[
& x
A +;§ o o
4 TX ek
i & aF K ° 4
; . +2000¢ OA
ek :
o 10
PREQUENCV(HZ)

Figure 7. (a) Reflection coefficient as a function of the frequency for run PS62 (o), ST12

(A), LB7 (+), LB3 (x). (b) Reflection coefficient as a function of the non
dimensional number € for run PS62 (o), ST12 (A), LB7 (+), LB3 (x).

References

1.

2.

10.

11.

12.

13.

Battjes, J.A. (1974). Surf Similarity, Proc. of the 14th Conf on Coastal Engineering,
Vol. I, A.S.C.E., pp. 466-480, New York.

Bowen, A.J. (1980). Simple models of nearshore sedimentation: beach profiles and
longshore bars. In: S.B. McCann (ed.), The Couastline of Canada, Geol. Surv. Can.,
pap. 80-10, pp. 1-11, Ottawa.

. Bowen, A.J. and D.A. Huntley (1984). Waves, long waves and nearshore morphology,

Marine Geology, 60, pp. 1-13.

. Carrier, G.F. and H.P. Greenspan (1958). Water waves of finite amplitude on a sloping

beach, J. Fluid Mech., 4(1), pp. 97-109.

. Elgar, S. and R.T. Guza (1985). Shoaling gravity waves: comparisons between field

observations, linear theory and a nonlinear model, J. Fluid Mech., 158, pp. 47-70.

. Goda, Y. and S. Suzuki (1976). Estimation of incident and reflected waves in random

wave experiments, Proc. 15th Conf. on Coastal Engg., Vol. 11, A.S.C.E., pp. 828-848,
Honolulu.

. Guza, R.T. and A.J. Bowen (1976). Resonant interactions for waves breaking on a

beach, Proc. 15th Conf. on Coastal Engg., Vol. I, A.S.C.E., pp. 560-579, Honolulu.

. Guza, R.T. and E.B. Thornton (1982). Swash oscillations on a natural beach, J.

Geophys. Res., 87, pp. 483-491.

. Guza, R.T., E.B. Thornton, and R.A. Holman (1984). Swash on steep and shallow

beaches, Proc. 19th Conf. on Coastal Engg., Vol. II, A.S.C.E., pp. 708-723, Houston.
Hasselmann, K., W.H. Munk, and G.J.F. MacDonald (1963). Bispectra of Ocean
Waves, In: M. Rosenblatt (ed.), Time Series Analysis, John Wiley Somns, p. 125, New
York.

Holman,R.A. D.A. Huntley and A.J. Bowen (1978). Infragravity waves in storm con-
ditions, Proc. 16th Conf. on Coastal Engg., Vol. 1, A.S.C.E,, pp.268-284.

Holman, R.A. (1981). Infragravity energy in the surf zone, J. Geophys. Res., 86, pp.
6442-6450.

Huntley, D.A. (1976). Long period wave motion on a natural beach, J. Geophys. Res.,



150

14.

15.

16.

17.

18.

19.
20.

21.

22.
23.

24.

25.

26.

27.

28.

29.

30.

COASTAL ENGINEERING - 1988

81, pp. 6441-6449.
Isobe, M. and K. Kondo (1984). Method for estimating directional wave spectrum in
incident and reflected wavefield, Proc. 19th Conf. on Coastal Engg., Vol. 1, A.S.C.E.,
pp. 467-483, San Francisco.

Kim, C.5. (1985). Field Observations of wave groups and long waves on sloping beaches,
unpublished M.Sc. thesis, Dalhousie University, pp. 151, Halifax, Canada.

Mansard, E.P.D. and E.R. Funke (1987). Experimental and analytical techniques in
wave dynamics — A comparative study, Proc. IJAHR SEMINAR, Lausanne, Switzer-
land. ‘

Meyer, R.E. and A.D. Taylor (1972). Run up on beaches. In Waves on beaches and
resulting sediment transport, ed. R.E. Meyer, Academic Press, pp. 357-411, New York.
Miche, M. (1951). Le Pouvoir réfléctaissant des ownages Maritimes exposés & I’action
de la houle, Annales des Ponts et chaussies, Vol. 121, pp. 2285-319.

Munk, W.H. (1949). Surf Beats, EOS Trans., A.G.U., Vol. 30, pp. 849-854.
Oltman-Shay, J. and R.T.Guza (1987). Infragravity edge wave observations on two
California beaches, J. Phy. Oceanogr., Vol. 17, pp. 644-663.

Phillips, 0.M. (1980). The dynamics of the upper ocean, Cambridge University Press,
336pp., New York.

Suhayda, J.N. (1974). Standing waves on beaches, J. Geophys. Res., 79, pp. 3065-3071.
Symonds, G., D.A. Huntley and A.J. Bowen (1982). Two dimensional surf beat: Long
wave generation by a time varying break points, J. Geophys Res., 87, pp. 492-498.
Tatavarti, Rao V.S.N. (1987). Decomposition of random wave energy on beaches, Proc.
Dock and Harbour Engg., Madras, India.

Tatavarti, Rao V.S.N. and D.A. Huntley (1987). Wave reflections at Beaches, Proc.
Canadian Coastal Conf., pp. 241-256, Quebec City, Canada.

Thornton, E.B. and R.J. Calhoun (1972). Spectral resolution of breakwater reflected
waves, J. Waterways, Harbours, Ports and Coast. Engg., Vol. 98, No. WW4, pp.
443-460.

Tucker, M.J. (1950). Sea waves of 1 to 5 minute period, Proc. Roy. Soc. Lon., A202,
pp. 2981-2987.

Wallace, J.M. and R.E. Dickinson (1972). Empirical orthogonal representation of time
series in the frequency domain, Part I: Theoretical cconsiderations, J. App. Meteorol-
ogy, Vol. 11, No. 6, pp. 887-892.

Wright, L.D., R.T. Guza and A.D. Short (1982). Dynamics of high energy dissipative
surf zone, Marine Geology, 45, pp. 45-62.

Wright, L.D. and A.D. Short (1984). Morphodynamic variability of surf zones and
beaches: A synthesis, Marine Geology, 56, pp. 93-118.



CHAPTER 10

WAVE RUN-UP ON A NATURAL BEACH

Mitsuo Takezawa®', Masaru Mizuguchi?

Shintaro Hotta® and Susumu Kubota*

ABSTRACT

The swash oscillation, waves and water particle velocity in the
surf zone were measured by using 16 mm memo-motion cameras and
electromagnetic current meters. It was inferred that incident waves
form two-dimensional standing waves with the anti-node in the swash
slope. Separation of the incident waves and reflected waves was
attempted with good results using small amplitude long wave theory.
Reflection coefficient of individual waves ranged between 0.3 and 1.0.
The joint distribution of wave heights and periods in the swash
oscillation exhibited different distribution from that in and outside
the surf zone. This indicates that simple application of wave to wave
transformation model fails in the swash zone.

1. INTRODUCTION

The understanding of wave dynamics in the swash zone on natural
beaches is important for understanding beach erosion, designing
coastal structures, estimating beach deformation after construction
of structures, and so on. However, the properties of swash waves are
not well understood. Crarification of the wave characteristics is
difficult because field observation of waves in the swash zone are
diffcult to perform. Only a few measurements are reported (Guza and
Thornton, 1982; Mizuguchi, 1984; Holman and Sallenger, 1985).
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For measurement of waves in the swash zone, the visual method, in
which the water surface profile is recorded by camera or video movie
camera, and the electrical method, in which resistance-type or
capacitance-type wave gages are employed with some modification for
the limited use, have been employed (Holman and Guza, 1984). The
authors here use both methods for measureing waves in the swash zone,
with improvements, and have developed a technique that combines the
two method together.

The method developed is an electrical technique utilizing a
capacitance-type wave gages, a wave run-up meter, stretched parallel
to and about 2 cm above the sand surface, and monitoring of the water
surface at maker sticks installed in the swash zone using video-movie
cameras or l6mm memo-motion cameras. An advantage of this method is
that the record can be supplemented with data form the cameras when
the run-up meter malfunctioned.

Field observations were carried out at three different locations
Chigasaki, Oarai, and Hasaki Beaches. The field experiment conducted
at Chigasaki Beach (facing the Pacific Ocean and located about 50 km
southwest of Tokyo) was a preliminary one, and only limited results
were obtained as shown in the Conference ABSTRACT. Based on the
experience gained in the preliminary experiment, the measuring method
was improved and successfully employed in observations at Oarai and
Hasaki Beaches. The p